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Labor Month In

The December Review

Our yearend issue for 2008 contains a
rich variety of articles that summarize,
in each case, years of research intend-
ed to shed light on how businesses
come and go, how they operate, and
which of their activities might most
likely be shifted overseas.

We begin this month with a focus
on a topic of perennial interest for
observers of “job creation” and “job
destruction,” namely, the measure-
ment of business “births” and “deaths”
for entire firms or individual business
establishments. Akbar Sadeghi de-
scribes the culmination of more than
2 years of research on the develop-
ment of methods and concepts that are
designed to illuminate aspects of busi-
ness formation and survival. The dyna-
mism of the United States economy is
legendary, and data from the Bureau
of Labor Statistics Business Employ-
ment Dynamics program have served
to flesh out an empirical portrait of
precisely how job gains and losses re-
late to business births and deaths. The
alternative definitions and methods
described in the article provide another
step forward in our understanding of
this vitally important subject, a topic
all the more relevant given current
events in the Nation's—and, indeed,
the world’s—labor markets.

How do young adults spend their
money? And how does this affect their
economic status? Geoffrey Paulin ex-
amines data from the Consumer Ex-
penditure Survey for this important
demographic group (single, never-
married persons aged 21 to 29 years),
who typically are facing the challenges
of starting careers, establishing initial
financial footholds, and determining
what kinds of purchases are essential
at this stage in their lives. He deepens
his analysis by comparing spending
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patterns for this target group in recent
years with their counterparts in the
mid-1980s, and ponders just which
group might be considered better or
worse off economically.

In an attempt to shed more light
on how workplaces and industries are
changing, a classification system has
been developed that describes basic
business processes of firms and the busi-
ness functions that are associated with
those processes. As Sharon P. Brown
describes, this system is now being used
in the BLS Mass Layoft Statistics (MLS)
program. The system is derived from
existing literature on business process-
es, models of firms’ activities, current
research on outsourcing, the results of a
teasibility study conducted by the pro-
gram, and the program’s ongoing col-
lection of relevant information. In this
article, mass layoft events are examined
in light of changes in specific business
functions, such as human resources
management.

In a somewhat similar vein, Roger J.
Moncarz, Michael G. Wolf, and Ben-
jamin Wright summarize efforts that
have been underway for a number of
years to identify service-providing oc-
cupations that might be susceptible to
“offshoring.” They describe a system
designed to identify characteristics
that make an occupation vulnerable,
and then they review past and pro-
jected patterns of employment and

wages for 160 such jobs.

Recession and involuntary
part-time work

A committee of economists affiliated
with the National Bureau of Economic
Research recently declared that the
U.S. economy entered into a recession
in December 2007. Various national
labor market measures clearly support
this conclusion. The unemployment

rate, for instance, rose from 4.9 percent
to 7.2 percent during the year ending in
December 2008, and nonfarm payroll
employment declined by 2.6 million.

Some labor market measures weak-
ened even before the onset of the “of-
ficial” recession, a phenomenon that is
not atypical. The aforementioned job-
less rate began edging up in mid-2007,
and the share of the working-age popu-
lation that is employed began trending
down from its most recent peak 2 years
ago. Another important indicator of la-
bor market difficulty—the number of
persons working part time for economic
reasons—began to signal in about mid-
2006 that the business cycle might be
heading for a downturn. As a recent BLS
report notes, it is not uncommon for this
indicator of unfavorable business condi-
tions to rise during periods of slacken-
ing demand for labor. Sometimes re-
ferred to as involuntary workers, persons
working part time for economic reasons
want full-time jobs but currently are un-
able to find full-time work or have had
their hours cut back. The recent rise in
involuntary part-time employment thus
far has been due mainly to the latter cir-
cumstance. The rise has occurred mostly
among workers aged 25 years and older.
Workers employed in certain industries,
particularly construction, food services,
and retail trade, have borne the brunt of
the increase.

'The report discussing these and other
findings derived from Current Popula-
tion Survey data can be found at www.

bls.gov/opub/ils/pdf/opbils71.pdf []

Communications regarding the
Monthly Labor Review may be
sent to:

Editor-in-Chief

U.S. Bureau of Labor Statistics
Washington, DC 20212

E-mail: mlr@bls.gov
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The births and deaths of business
establishments in the United States

Bureau of Labor Statistics economists have tested various methods
for defining and counting births and deaths of establishments
and businesses; the results of their research will allow BLS

to better measure entrepreneurship in the United States

he role of entrepreneurs in the

American economy is legendary.

One of the unique characteristics of
the U.S. economic system is the freedom to
start a business relatively easily and quickly.
Indeed, one of the engines of growth is the
employment and wages generated by new
businesses. It is also an economic reality that
businesses close frequently. The interplay
of business births and deaths is not fully
understood with the existing range of eco-
nomic measures available from U.S. statisti-
cal agencies.

'The story of entrepreneurship also entails
a neverending search for new and imagina-
tive ways to combine the factors of produc-
tion into new methods, processes, technolo-
gies, products, or services. These efforts lead
to the growth of new businesses, the decline
of less productive ones, and the reallocation
of resources from less profitable businesses
and establishments to more profitable ones.
This process is often referred to as “creative
destruction,” a concept popularized by the
economist Joseph Schumpeter.!

This article describes more than 2 years of
research and development of concepts and
methods. These findings lead towards a great-
er understanding of the role and dynamics of
business formations and business deaths, of
business survival, and of the changing contri-
bution of American entrepreneurs. This work
is expected to lead to the publication of new

data series with quarterly estimates of busi-
ness births and deaths under the BLS Busi-
ness Employment Dynamics (BED) program,
an outgrowth of the Quarterly Census of
Employment and Wages (QCEW) program.
In this article, the terms “births” and “deaths”
refer to the births and deaths of entire firms
or individual establishments. When the word
“business”is used in the context of this article,
it refers to both establishments and firms.
However, establishment births and deaths are
the article’s main focus.

The BED statistics are based on measure-
ment of “gross job flows.” Data development
and economic analysis based on job flows
are a new approach in labor market analysis
that came about primarily through access
to the microdata of U.S. business establish-
ments.”> Over the past decade, researchers
utilized data sources such as the QCEW and
the Census Bureau’s longitudinal database
for the manufacturing sector to create a rich
body of literature on this subject.* Gross job
flows are estimated by simply aggregating
the net changes in employment at the estab-
lishment level. Gross job gains are the sum
of all net gains in expanding and opening
establishments. Gross job losses, similarly,
are the sum of all net losses in contracting
and closing establishments. The net change
in employment is the difference between
gross job gains and gross job losses. Gross
job gains and gross job losses are indica-
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tive of job churn, and they reflect adjustments made by
businesses in response to changes in economic events and
conditions.

For the purposes of BED statistics, openings are defined
as those establishments that had positive employment for
the first time in the third month of the current quarter
with no link to the previous quarter, or had positive em-
ployment in the current quarter and zero or no employ-
ment in the previous quarter. “Zero employment” means
that an employment level of zero was reported, whereas
“no employment” means that there were not any employ-
ment numbers reported at all. In this article, the term
“zero employment” is used to mean either zero employ-
ment or no employment. According to the BLS definition
of openings, openings include both new startups (births)
and reopenings of the existing seasonal establishments
that reported zero employment in the previous quarter.
Closings are defined in an analogous manner. Closings are
establishments that reported positive employment in the
third month of the previous quarter and zero employment
in the current quarter. Closings include establishments
that go out of business permanently (deaths), as well as
seasonal businesses that shut down temporarily.

'The concepts of establishment birth and establishment
death—both of which exclude seasonal businesses—are
highly significant for understanding the job market and
the business cycle. Birth data provide a measure of entre-
preneurial activities and gauge new entries and realloca-
tion of resources towards growing areas. Births are entirely
different from reopenings of existing businesses, which
are included in current BED data on openings. Similarly,
business death data measure failing enterprises and iden-
tify sectors from which resources are being shifted away.
That again is different from the temporary plant shut-
downs included in BED closings data. This article provides
preliminary tabulations of business births and deaths and
offers a methodology based on an analysis of the pro-
posed definitions of birth and death. In what follows, first
a brief overview of the Business Employment Dynamics
concept, definitions and methodology is presented, fol-
lowed by an analysis of the data on births and deaths that
are based on the preferred method of estimation. Finally,
alternative definitions of birth and death are discussed us-
ing birth and death estimates from the third quarter of
1994 through the first quarter of 2007.

What are Business Employment Dynamics?

'The BED program publishes quarterly statistics on gross
job gains and gross job losses. These statistics are derived
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from establishment-level microrecords of the QCEW pro-
gram. The QCEW program’s estimates are based on manda-
tory quarterly reports on employment and wages submit-
ted by all employers subject to unemployment insurance
laws. The quarterly reports are only the starting point. The
incoming UI data are reviewed and edited, industry codes
are assigned and routinely updated, geographical codes
are assigned and updated, employment and wage data are
scrutinized, respondents are contacted to validate signifi-
cant changes in employment, predecessors and successors
are identified, and corrections are made on the basis of
new information. This value-added process turns raw,
unedited administrative data into high-quality, reliable,
and consistent economic statistics. The resulting QCEW
statistics are the most accurate, timely, and frequent in
the Federal statistical system at the local level. Each year,
more than 850,000 records of newly born establishments
are captured, coded and researched for predecessor and
successor relationships. In the fourth quarter of 2007, the
QCEW program reported an employment level of 137.0
million in 9.1 million establishments for the total U.S.
private and public sectors.

The data gathered in the QCEW program provide a vir-
tual census of employees on nonfarm payrolls, covering 98
percent of such employees. In addition to being an accu-
rate and detailed source of employment statistics, QCEW
serves as the sampling frame for numerous BLS surveys,
as a benchmark for BLS’s critical Current Employment
Statistics and Occupational Employment Statistics sur-
veys, and as an input to the Bureau of Economic Analysis’
National Income and Product Accounts.

'The QCEW records are matched across quarters to cre-
ate a longitudinal history for each establishment. Records
are linked by their unique identifiers, including State
codes, unemployment insurance numbers, and reporting
unit numbers. The linkage method is designed in such a
way as to create a history for continuous records and iden-
tify entries and exits, while avoiding spurious births and
deaths that could be reported in the event of any changes
of ownership, mergers, acquisitions, spinoffs, or other cor-
porate restructuring.

The longitudinal database created from the linked re-
cords is used to construct BED data, including employment
levels and counts of establishments at opening, expanding,
closing, and contracting businesses. Employment figures
can also be aggregated by an employer’s Employer Iden-
tification Number to measure BED data at the firm level.
During the tabulation process, the employment reported
in the third month of each consecutive quarter is used to
measure the over-the-quarter employment change. The



sum of employment at the opening establishments and
the change in employment of the expanding establish-
ments is gross job gains. Similarly, the sum of the prior-
quarter employment at the establishments that closed
in the current quarter and the change in employment of
the contracting establishments is gross job losses. The net
employment growth for all firms can be measured in one
of two ways: as the difference between total employment
in the current and previous quarters or as the difference
between gross job gains and gross job losses in the current
quarter.

Business births

Although the concept of business births seems self-ex-
planatory, in practice, measuring business births and
deaths raises a number of definitional issues that have to
be resolved. One issue is related to timing—that is, when
a birth actually occurs. New businesses go through difter-
ent phases. A new business often starts with an idea in the
mind of an entrepreneur, then emerges in a home office
setting with only the founder or founders as employees,
and finally reaches the point at which it hires additional
labor. One important question is whether births should
be identified and measured at the point at which employ-
ees are hired or sometime prior to that. In a similar vein,
another question is whether the “employment” concept or
the “employee” concept should be the basis for identifying
and measuring births. If employment is the basis, then
self-employed people should be counted when measur-
ing births. EUROSTAT, the statistical arm of the European
Union, recommends this approach and thus includes en-
trepreneurs who have not hired any additional employees
in their estimation of births. By contrast, the Organiza-
tion for Economic Cooperation and Development uses
only enterprises with hired employees as the basis for
birth counts.

In some European countries, in response to a certain
public policy, a large number of self-employed unincorpo-
rated enterprises regularly convert to formal corporations
and become employers with one employee. This conver-
sion distorts birth data that are based on the concept of
having no employment in one period and having one or
more employees in the next period. For that reason, the
Organization for Economic Cooperation and Develop-
ment initially recommended a two-employee threshold
as another birth concept and referred to it as “economic
birth.” It was eventually decided that the threshold would
be an establishment with one employee, and this concept
was incorporated into the final version of the Manual on

Business Demography Statistics.®

Another methodological issue in defining births is the
distinction between births and entries. Births are defined
as the creation of a combination of new factors of produc-
tion such as organization, fixed assets, employment, and
so on. Entries, by contrast, include, in addition to births,
events such as mergers and takeovers as well as reactiva-
tion, relocation and industrial reclassification of existing
businesses. Birth estimates can change as the result of the
inclusion or exclusion of any of these events that change
the demography of businesses.

In the United States, the Census Bureau’s Statistics of
U.S. Businesses publishes annual series with data similar
to the BED quarterly data from a longitudinal database
called Business Information Tracking System.® However,
the Census Bureau’s definitions of terms related to births
and deaths differ from BLS definitions. Census annual
estimates of births exclude self-employment. Statistics of
U.S. Businesses defines births as “establishments that have
zero employment in the first quarter of the initial year and
positive employment in the first quarter of the subsequent
year.”” When births are estimated from March to March,
this definition is similar to BED’s definition of openings.
According to the Census Bureau, entries are equal to new
births plus reentries of temporarily inactive establish-
ments. However, an establishment that reopens a few
months into the year and then shuts down again before
the end of the year would not be counted as a reentry.

Deaths are defined as “establishments that have posi-
tive employment in the first quarter of the initial year and
zero employment in the first quarter of the subsequent
year.”® This definition is equivalent to BED’s annual clos-
ings estimates. Exits are deaths plus temporary exits. An
establishment that closes a few months into the year and
then opens again before the end of the year would not be
counted as a temporary exit. Thus, the Census definitions
of entries and exits—like BED’s definitions of openings
and closings that are based on annual data—eliminate
most, but not all, temporary openings and closings. Some
establishments that are considered births or deaths ac-
cording to Statistics of U.S. Businesses could be seasonal
businesses that happened to have zero employment in the
March of the reference year.’

James R. Spletzer estimated the contribution of births
and deaths to economic growth by using microdata on all
establishments in the State of West Virginia."” He defined
net employment growth as the difference between total
jobs created by births and expansions and total jobs de-
stroyed by deaths and contractions. Births were defined as
occurring during the first quarter of positive employment,

Monthly Labor Review - December 2008 5



Measuring Entrepreneurship

and deaths were defined as occurring during the last quar-
ter of positive employment. Spletzer showed the contrast
between those definitions of birth and death and an alter-
native definition in which births and deaths were desig-
nated as the first appearance and disappearance of records
in the longitudinal database. The source of the difference
was the inclusion of the establishments that reported zero
employment at some point in their life cycle. In his analy-
sis, Spletzer showed how alternative definitions of terms
can aid in understanding the establishment’s life cycle and
its hazard function—defined as the likelihood of failure
for an establishment over a given length of time.

'The counts of births and deaths in this article are de-
rived from the BED longitudinally linked database. Self-
employed entities are not in the scope of BED data. In ad-
dition, establishments with zero employment are excluded
from the counts of openings, and records are considered to
be continuous in the events of mergers, acquisitions, and
changes of ownership, as well as in the events of breakout
and consolidation of multiworksite establishments. In ad-
dition, industrial reclassification of businesses and reloca-
tion of establishments within the States have no impact
on the number of openings and closings. However, the
reactivation of business units, the length of time between
deactivation and reactivation, and the “unit of analysis”
(firm or establishment) all have measurable effects on
birth and death estimates.

This article defines births as those records that had
positive employment in the third month of a quarter and
zero employment in the third month of the previous four
quarters. This definition includes all records with positive
employment that appear in the BED database for the first
time—as well as those records that were inactive for longer
than five quarters—but excludes seasonal businesses that
reappeared with positive employment within the last five
quarters. The article defines a death as a unit that reported
zero employment in the third month of a quarter and did
not report positive employment in the third months of
the next four quarters. This definition is symmetric to the
birth definition.

Entrepreneurial birth

Births can be estimated at the eszablishment (plant) level or
at the firm level. An establishment represents an economic
unit that produces goods and services, usually at a single
location, and engages in only one or predominantly one
activity. A firm, on the other hand, may consist of several
establishments. When an establishment opens for busi-
ness for the first time, it is counted as an establishment
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birth, a State-level firm birth, and a national-level firm
birth. If the firm in question opens another establishment,
this will be counted as another establishment birth and as
a firm-level expansion. If that establishment is in another
State, it also will be a counted as a State-level firm birth.

National firm-level births are more indicative of entre-
preneurship than establishment-level births. Births at the
firm level are referred to as entrepreneurial births; they
measure strictly new business creation and the spread
of entrepreneurship and innovative activities. Firm-level
births were estimated at BLS by aggregating establishment
birth records using the corporate parent’s Employer Iden-
tification Number (EIN). The aggregated birth records
were merged with the previous quarter’s EIN records, and
new EINs were looked for in birth records. EINs are gener-
ally the same across all units in multiunit businesses. The
aggregation was done at the State and national level, and
two sets of estimates for firm-level births were estimated.
'These different measures of business entries are shown in
charts 1 and 2. Some facts stand out from changes re-
vealed in these charts:

1. All measures of births follow the same pattern of
change over time, which covers periods of expansion, re-
cession, and recovery during the business cycle.

2.'The number of jobs created by openings and births
has trended downward since the first quarter of 1998.

3. The number of birth units generally follows an up-
ward trend. The latest upsurge started from September
2003, a month during the quarter in which the net change
in employment turned positive for the first time since the

official end of the 2001 recession.
Establishment births

There were 201,681 establishment births in the fourth
quarter of 2007, creating 858,997 jobs. (See table 1.) Sea-
sonally adjusted, the number of establishment births per
quarter exhibits an upward trend, whereas employment
created by births is on a declining path. (See the smoothed
lines in chart 3.) These trends mean a reduction in the av-
erage size of new startup businesses. Why is the average
size of the new businesses shrinking? One possible expla-
nation is the spread of new technologies and the ensuing
rise in productivity that help all firms in general and new
startup enterprises in particular. Changes in the average
size of births are plotted against changes in the multifactor
productivity' index in chart 4. The chart shows that the
declining average number of employees in new businesses
corresponds with the rising level of productivity. It seems
that, on the basis of the limited number of observations



Number of openings and births, seasonally adjusted, third quarter 1994 to fourth quarter 2007
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LICIUCRM  Number of establishment births and deaths, jobs gains from births, and job losses from deaths, seasonally adjusted,

1993-2007
Number of establishment births Employment
Year 3 m(:'nt:s Births Deaths Job gains from births Job losses from deaths
ende

Level Rate Level Rate Level Rate Level Rate
1993 . September - - 146,411 2.66 - - 887,415 0.97
December - - 148,902 2.69 - - 898,689 .98
1994 ..o March - - 157,530 2.84 - - 953,006 1.03
June - - 161,695 2.90 - - 964,117 1.03
September 192,580 342 155,801 2.77 1,199,410 1.27 884,245 .94
December 185,558 3.28 165,343 2.93 1,150,765 1.21 942,883 .99
1995 .. March 184,744 3.25 155,566 2.74 1,151,405 1.20 895,313 93
June 188,245 3.29 161,963 2.83 1,169,741 1.21 963,485 1.00
September 185,859 3.24 166,564 2.90 1,156,421 1.19 994,861 1.02
December 190,420 3.31 167,050 2.90 1,182,439 1.21 983,584 1.01
1996....rn March 192,102 3.32 168,674 2.92 1,182,672 1.21 982,355 1.00
June 190,472 3.28 166,979 2.87 1,239,144 1.26 967,071 .98
September 198,566 3.40 167,051 2.86 1,243,886 1.25 1,045,258 1.05
December 206,418 3.51 169,248 2.88 1,323,667 1.32 1,004,193 1.00
1997 o March 198,820 3.36 171,722 2.90 1,228,142 1.22 1,037,562 1.03
June 194,659 3.27 173,518 2.92 1,209,175 1.19 1,009,363 .99
September 196,694 3.29 167,718 2.81 1,257,988 1.23 1,047,536 1.02
December 197,906 3.30 184,346 3.08 1,290,281 1.25 1,180,490 1.15
1998....covviunen March 202,928 3.38 175,861 293 1,316,315 1.27 1,168,365 1.13
June 206,380 341 168,237 2.78 1,312,843 1.26 1,239,501 1.19
September 199,195 3.27 176,625 2.90 1,268,314 1.21 1,127,450 1.07
December 195,142 3.19 181,148 2.96 1,215,041 1.15 1,101,217 1.04
1999..cine March 197,055 3.21 184,257 3.00 1,285,636 1.21 1,217,866 1.14
June 205,357 3.34 187,169 3.05 1,301,813 1.22 1,140,865 1.07
September 204,504 3.32 185,483 3.01 1,250,538 1.16 1,148,680 1.07
December 205,743 3.32 182,615 2.95 1,232,524 1.14 1,127,319 1.04
2000......ccoomnnnnne March 210,098 3.38 185,137 2.98 1,205,869 1.10 1,090,395 1.00
June 202,284 3.24 184,026 294 1,141,189 1.04 1,085,967 .99
September 210,676 3.36 196,283 3.13 1,175,121 1.07 1,180,896 1.07
December 204,953 3.26 194,205 3.09 1,166,088 1.06 1,136,799 1.03
2007 e March 202,741 3.22 201,817 3.20 1,149,759 1.04 1,269,763 1.15
June 200,776 3.19 204,769 3.25 1,155,720 1.05 1,259,261 1.14
September 202,060 3.20 207,180 3.29 1,163,121 1.07 1,237,982 1.13
December 197,852 3.14 198,283 3.14 1,132,764 1.05 1,159,995 1.07
2002......ccoummnnnee March 202,060 3.20 189,753 3.00 1,190,106 1.1 1,105,820 1.03
June 208,377 3.28 188,363 2.97 1,200,356 1.12 1,108,409 1.03
September 200,293 3.14 186,557 293 1,059,187 .99 1,034,932 .96
December 201,901 3.16 189,178 2.96 1,026,783 .96 1,033,221 .96
2003... March 193,753 3.02 187,785 2.93 1,013,214 .95 1,012,640 .95
June 191,023 2.98 185,890 2.90 973,700 91 980,155 92
September 192,148 2.98 177,140 2.75 956,377 .90 878,156 .82
December 199,808 3.09 179,594 2.78 1,004,104 94 923,778 .86
2004 oo March 204,878 3.15 182,352 2.81 997,670 93 919,539 86
June 203,491 3.12 182,682 2.80 1,000,340 93 927,623 86
September 210,149 3.20 182,726 2.79 1,014,373 94 941,722 .87
December 209,405 3.18 177,150 2.69 982,072 .90 895,674 .82
o[0T March 208,937 3.15 186,540 2.81 952,530 .87 862,440 .79
June 215,103 3.23 178,830 2.68 959,813 .87 857,063 .78
September 219,708 3.27 183,897 2.74 987,041 .89 868,819 .79
December 218,471 3.23 187,124 2.77 958,623 .86 850,541 .76
2006 ......ccoonennnn. March 219,153 3.22 185,119 2.72 937,312 .84 745,088 67
June 219,221 3.20 195,405 2.86 979,419 .87 874,661 .78
September 209,631 3.05 198,054 2.88 911,717 .81 834,542 74
December 218,537 3.17 195,428 2.83 944,562 .84 824,354 73
2007 oo March 209,034 3.02 - - 886,801 78 - -
June 202,337 2.91 - - 873,919 77 - -
September 216,741 3.1 - - 930,235 82 - -
December 201,681 2.89 - - 858,997 75 - -

Note:  Dash indicates datum not available.

8 Monthly Labor Review « December 2008



Number of births and jobs created by births, seasonally adjusted, third quarter 1994 to third

quarter 2007
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by births births
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Norte: Shaded bar denotes National Bureau of Economic Research (NBER)-designated recession (March 2001-November 2001).
(@ FIa M Average size of births and multifactor productivity, seasonally adjusted, 1994-2007
Productivity Average
index size of
[year 2000 = 100] births
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NoTE: Size of birth is determined by the number of hired employees present at the time of a birth.
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Measuring Entrepreneurship

for the birth data, there is a correlation between the rise in
productivity and the decline in the average size of estab-
lishment births. However, a larger number of observations
and a more detailed analysis may be needed to provide a
conclusive view of the relation between these two factors.

It is commonly recommended that data on business
births be used in measuring and comparing entrepreneur-
ial activities. But the number of births trends differently
than the total jobs gained by the births: the number of
births has risen, and the number of jobs gained has de-
clined. If rising productivity or any other factor causes
startup businesses to have a smaller initial size and lower
total employment in the quarter in which they debut, the
use of employment created by births as a measure of eco-
nomic impact may not show the true effects of births and
entrepreneurship. Because some newly born businesses
will expand and become major contributors to gross job
gains in subsequent quarters, the number of births may
be even more significant than their initial contributions
to total employment in measuring the trends of entrepre-
neurship and innovative activities.

As newly born businesses mature and become con-
tinuous units in employment data series, they continue to
contribute to total employment—either positively or neg-
atively, depending on the direction of their employment
changes. BLS hopes to group establishments into units
called cohorts, which are clusters of establishments that
were born in the same period. The cohorts that survive
will have a long-term impact on the job market following
their initial appearance. Because of the dynamic effect of
the births, one should observe changes in the number of
births in a particular period in order to estimate the births’
impact in the future. If a favorable economic condition
leads to a surge in the number of births for a period—a
“baby-boom event”—the impact will be echoed in the job
market with varying intensity in the future periods. As
shown in chart 3, the upward slope of the trend line for
the number of births began to flatten in the end of the
1990s, thus preceding the eventual economic slowdown
that began in the first quarter of 2001. An upward swing
in the number of births also resumed earlier than the ac-
tual recovery of the job market that began in September
2003.

Birth and death rates
The birth rate as a percent of total active establishments
was 2.9 percent for the fourth quarter of 2007, and jobs

created by births accounted for .8 percent of total employ-
ment.'? The overall birth rate as well as the birth rates by
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major industry sector trended downward from the third
quarter of 1994 through the fourth quarter of 2007. (See
chart 5.) The average quarterly birth rate for this timespan
was 3.2 percent of total active establishments, .3 percent
higher than the rate for the last quarter of the period.
Employment resulting from births was 1.1 percent of
total employment—a rather significant contribution. In
the fourth quarter of 2007, jobs created by births were 11
percent of total gross job gains. This 11-percent contri-
bution (achieved in the first quarter of operation), along
with the potential to grow and become major contributors
to the future expansions, make newly born businesses an
important part of the data to follow and analyze. When
the net of birth and death employment data is considered,
the contribution of birth and death to job creation appears
even more dramatic. The net of jobs created by births and
jobs lost by deaths accounted for one quarter of the net
job growth of 520,000 that occurred during the fourth
quarter of 2006.

During the fourth quarter of 2006—the latest quarter
for which establishment death data are available—195,428
establishments went permanently out of business, losing
824,354 jobs. The death rate for this quarter was 2.8 per-
cent, and employment loss from deaths accounted for 0.7
percent of total employment. The average death rate for
the 1994-2006 period was 2.9 percent of total active es-
tablishments. During the same period, average quarterly
gross job losses caused by deaths were equal to 1.0 percent
of total employment. Birth rates always exceeded death
rates from 1994 to 2006 except for the last three quarters
of 2001, the same three quarters during which the 2001
recession officially occurred. The gap between birth and
death rates narrowed as the economy approached the re-
cession period, and widened as the economy recovered.
(See chart 5.) Because it takes a full year to determine
whether a closure is temporary or permanent, the death
data in chart 5 have a four-quarter lag. BLS will continue
to publish death data with such a lag and revise closings
as appropriate.

Birth and death rates exhibit a diverse pattern of change
compared with rates of expansions and contractions. The
contraction and expansion rates remained flat throughout
the 1990s, with the expansion rate exceeding the contrac-
tion rate. The contraction rate surpassed the expansion
rate near the onset of the 2001 recession and remained
higher until September 2003, constituting a span of eight
quarters. (See chart 6.) In contrast, the birth rate began
a downward trend and the death rate began a rise in the
second quarter of 1998, and the death rate exceeded the
birth rate for only three recessionary quarters in 2001. The



from third quarter 1993 to fourth quarter 2006, all data seasonally adjusted

Total private sector: birth rate from third quarter 1993 to fourth quarter 2007, and death rate

birth data availble for the first year in the chart, and there are no death data available for the last year in the chart.
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birth rate fell to the lowest level in September 2003 and
then began to increase quickly, nearing the prerecession
level in December 2004 and exceeding it in June 2005.
Since the fourth quarter of 2005, the birth rate seems to
have started a new downward trend.

As of the fourth quarter of 2007—the most recent quar-
ter for which relevant data are available—gross job gains
from expansions had not hit the peak they had reached
before the 2001 recession. The death rate fell from a high
of 3.3 percent in the midst of the recession and reached an
all-time low of 2.7 percent in the fourth quarter of 2004.
The difference between birth and death rates indicates the
rate by which the total inventory of business establish-
ments grows. This net of birth and death rates excludes
the quarterly changes in the total number of active estab-
lishments caused by temporary openings and closings of
seasonal businesses. That rate is shown along with the net
change in total employment in chart 7.

'The sharp drop in net job growth in the middle of the
2001 recession occurred at the same time as a brief decline
in the total number of active establishments. The net birth
rate experienced a slight downward trend prior to the
start of the recession, hit a trough in the second quarter of

2001, and has been on the rise since the official end of the
recession in the fourth quarter of 2001. The net gains in
total employment reached a positive level 2 years later in
September 2003. The net addition to the total employers
may also be seen through the gap between the birth rate
and the death rate in chart 5. The gap narrowed as the
economy approached the recession and widened as the
economy expanded into full recovery. It appears that the
trajectories of the rates of establishment births and deaths
can provide additional information on the present state of
the economy and help predict what may happen in future
phases of the business cycle.

Entrepreneurship rate

The United States is often viewed as one of the most hos-
pitable environment for starting businesses, but a more
precise measure of entrepreneurship is needed in order to
make local and international comparisons. For this pur-
pose, one can define the concept of “entrepreneurship rate”
as the number of business births per 1,000 persons in the
labor force. The ratio of births to population has been used
in a number of studies as a measure of entrepreneurial ac-

Percent

Employment growth, seasonally adjusted, third quarter 1994 to second quarter 2008; and
establishment growth, seasonally adjusted, third quarter 1994 to fourth quarter 2006
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Note: Shaded bar denotes National Bureau of Economic Research (NBER)-designated recession (March 2001-November 2001). Death rates are
calculated after a lag that is longer than the period necessary for employment growth to be calculated. This causes an absense of establishment growth
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tivities for regional or international comparisons.”® Labor
force data were used to estimate this measure, taking into
account births at both the firm level and the establishment
level. The number of firm-level births per 1,000 persons in
the labor force was 0.78 in the first quarter of 2007, up
from a low of 0.75 in June 2003 but down from a high of
0.94 in the fourth quarter of 1996.

At the establishment level, the birth rate per 1,000
persons in the labor force was 1.37 in the fourth quarter
of 2007, down from a high of 1.52 in the fourth quarter
of 1996. The gap between the two measures reveals the
share of new establishments born under the ownership
of the existing firms. The birth rate per 1,000 persons in
the labor force does not include “nonemployer” business
entities. Nonemployers are basically self-employed people
who are not included in the BED database. The birth rate
per 1,000 persons in the labor force, therefore, measures
entrepreneurship at the stage where startup businesses
begin to hire employees. The entrepreneurship rate is an
extremely valuable byproduct of birth and death data. It
can not only show and compare the level and change of
entrepreneurial activities across countries and regions, but
can also measure the effectiveness of policies as well as the
role of the number of high-paying jobs in accelerating or
decelerating entrepreneurial initiatives.

Birth and death rates by industry

Birth and death rates also have been estimated and ana-
lyzed by eight selected industries: manufacturing, retail
trade, information, accommodation and food, financial
services, health services, education services, and construc-
tion. Birth rates have been on a downward trend across all
industries. However, rates differ by industry and change
at varying paces over time. Because of such variability, the
ranking of industries in terms of birth and death rates
changes over time. For example, the birth rate in the
information sector was the highest among all industries
because of the rapid development and expansion of tech-
nology in the 1990s. The rate surged from 4.0 percent in
1994 to 5.7 percent in 2000. That rate has since decreased
to 2.7 percent in the fourth quarter of 2007. The birth rate
in the information sector is now third highest, ranking
after construction and education services. The death rate
in this sector also rose—from 3.0 percent in 1994 to 5.7
percent in the third quarter of 2001. The death rate in the
information sector has been declining since its peak in
2001, but it still ranks the highest among all industries’
death rates.

In manufacturing, the birth rate has fallen, and it ranks

the lowest among all selected industries’ birth rates. The
death rate in this sector was trending upward until the
end of the 2001 recession. Since then, the death rate in
manufacturing has been declining, and it currently ranks
the second lowest among all selected industries’ death
rates. Birth rates in particular sectors generally reflect the
economic conditions in the sector in question. The current
downturn in the construction and financial services sector
is reflected in the sharp declines in birth rates in these two
sectors that occurred in the first quarter of 2007.

Other definitions of birth and death

'The specific definitions of birth and death chosen by BLS
were the result of careful study. Economists defined five
proposed measures of birth and three proposed measures
of death for which they calculated time series of data from
the third quarter of 1994 through the first quarter of 2007
for births, and from the third quarter of 1993 to the first
quarter of 2006 for deaths. They followed two approaches.
One approach is based on the first appearance of a busi-
ness unit in the QCEW longitudinal database of establish-
ments with positive employment in the third month of
the quarter; the other approach is based on examining the
history of each record, and this approach identifies births
as records with positive employment in the current quar-
ter preceded by zero employment in the previous four or
five quarters.

Whereas the former method created one measure of
birth, the latter method generated two measures, one
based on analyzing employment from the third month of
a quarter, and the other based on analyzing employment
from all months of the quarter. The estimates generated
by the second approach varied depending on the length
of time during which the birth records had zero employ-
ment before reporting positive employment. To measure
the effect of time, records were linked from six consecu-
tive quarters and births were calculated on the basis of
comparisons of employment from four and five consecu-
tive third-months (henceforth, “third-month” refers to the
third month of a quarter) and from 12 and 15 consecutive
months; four additional measures of birth were created
using these methods. The numbers of quarters that were
included in the calculations were arbitrary; the primary
objective in reaching back various numbers of quarters or
months was to determine the amounts by which differ-
ent lengths of time would change the resulting number of
births. For the quarterly data, this period should exceed
four quarters in order to exclude the effect of exit and re-
entry of seasonal businesses. Five possible definitions of
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births are summarized as follows:

e Definition 1: births are new records that appeared
for the first time in the QCEW longitudinal database
and have positive employment in the third month of
the quarter.

e Definition 2: births are records with positive em-
ployment in the third month of a quarter and zero
employment in the third months of the previous
four quarters. (This is BLS’s preferred definition.)

e Definition 3: births are records with positive em-
ployment in the third month of a quarter and zero
employment in the third months of the previous five
quarters.

e Definition 4: births are records with positive em-
ployment in the third month of a quarter and zero
employment in all months of the previous four quar-
ters.

® Definition 5: births are records with positive employ-
ment in the third month of a quarter and zero em-
ployment in all months of the last five quarters.

A death occurs when a business with positive employ-
ment reports zero employment or does not report at all for
a length of time. The questions under consideration when
defining deaths are similar to those under consideration
when defining births as establishments with positive em-
ployment preceded by zero employment. One must decide
whether employment in the third month of the quarter or
employment in all 3 months of the quarter should be used,
and one must also decide how many quarters or months of
zero employment need to follow the positive employment
in order for a death to occur. Three measures of death were
calculated. Each measure is based on a particular period
with zero employment following a month with positive
employment reported. The relevant periods are the fol-
lowing:

1.four consecutive quarters in which there is zero em-
ployment in the third month,

2. five consecutive quarters in which there is zero em-
ployment in the third month, and

3.twelve consecutive months of zero employment.

The relevant length of time is the period of inactivity
that is allowed before a business unit is declared dead.
In the case of quarterly data, this should be at least four
quarters in order to exclude seasonal businesses that have
been shut down temporarily. To be symmetric, it would
be preferable for the relevant timespan to be equal to the
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timespan applied in defining births. For these reasons,
BLS’s preferred meausure of death is the first one: four
consecutive quarters—following a month with zero em-
ployement reported—in which there is zero employment
in the third month.

Evaluation of proposed methods

To evaluate the merits of the five possible definitions of
birth, one needs to examine three questions that define
the differences among them. The first is whether to define
a birth on the basis of the initial appearance of a record
in the QCEW longitudinal database with positive third-
month employment, or to define a birth on the basis of
positive employment reported by a business after four or
five consecutive third-months, or 12 or 15 consecutive
months, of zero employment. (New records have the sta-
tus of “no employment” in the previous periods.) The for-
mer definition comprises new businesses registered with
positive employment for the first time, whereas the lat-
ter includes not only births but also businesses that have
been inactive for more than 1 year but reported positive
employment again in the current quarter. (Establishments
that are reactivated within a year are considered seasonal
and are counted as openings in the BED data).

Which of these two concepts is more suitable in de-
fining a business birth? Establishment births based on
the first appearance in the registry are more intuitive and
logically consistent with the notion of birth as a new en-
tity coming to life. Such a measure, however, may not be
consistent with the openings in existing BED statistics and
could underestimate the number of births. For example, if
a business enters into the BED database for the first time
with zero third-month employment, even if it has positive
employment in the first and second month of the quarter,
this unit will not be counted as an opening or birth. In
the subsequent quarters, when the unit reports positive
third-month employment, it will be counted as an open-
ing, but not as a birth. Therefore, such a birth will never
get a chance to be counted in a method based on the first
appearance in the QCEW database. The sharp difference
between estimates using this method and estimates us-
ing other methods indicates that using this method would
underestimate the number of births.

'The second question that defines the differences among
the methods of counting births is the following: in the
zero-to-positive employment approach, what month of
employment should be used—the third month? or all
months of the quarter? The third-month approach is less
restrictive, and it generates the highest estimates of births



in comparison with the all-months estimates. The third-
month approach is consistent with other BED data in
which employment numbers from the third month of the
quarter are used as the basis for job gains and job losses
estimates

'The third question is: how many months of zero employ-
ment need to be present before the emergence of positive
employment in a record qualifies as a birth? There is no ob-
jective criterion used in selecting the length of the period
of zero employment when defining a birth by the zero-to-
positive-employment approach. The longer the period is, the
more likely the method is to exclude reactivated businesses
and to generate proper births. In data that were discussed
earlier in this article, openings with third-month positive
employment and zero employment in the previous four
quarters were the records that were identified as births.

All methods compared

In a time series from the third quarter of 1994 through
the first quarter of 2007, under five proposed defini-
tions, chart 8 shows the number of private sector births
and chart 9 shows jobs created by births. As can be seen,
the pattern of change over time is similar for all defini-
tions; in other words, the lines on each graph, although
separate, move up and down almost in sync with the other
lines on the same graph. Definition one, which measures
birth on the basis of the first appearance of a record with
positive third-month employment, generates the lowest
number of births and displays a slightly different pattern
of change from the other methods. Definition two has the
least restriction and generates the largest number of births
and employment. Definitions four and five, which define
births as 12 and 15 months, respectively, of consecutive
zero employment followed by positive employment, are
almost identical.

Chart 10 and chart 11 show the number of establish-
ment deaths and the number of job losses resulting from
deaths—according to all three methods for estimating
deaths—from the third quarter of 1993 through the first
quarter of 2006. As is the case with births, the methods
of estimation exhibit few differences and display the same
general pattern of change over time. The number of deaths
and employment losses from deaths is the highest when
tollowing the definition defined by positive employment
in the third month of a quarter followed by zero employ-
ment during the third month of the four following quar-
ters. Extending the length of time for zero employment to
five quarters or observing 12 consecutive months of zero
employment following reported positive employment

does not generate significant changes.

For births, definition one is rejected because it excludes
a significant number of new records that appear initially
with zero employment. Although definitions two, three,
four, and five all generally exhibit the same trend and pat-
tern of change with few differences, it is definition two
that is selected because it is consistent with the basic BED
concepts and methodology. For establishment deaths, def-
inition one is selected. (Definition one is based on at least
four quarters zero employment after the last positive em-
ployment reported.) This definition of death is somewhat
unique among worldwide measures. Because the QCEW
contains monthly employment, one can more easily and
quickly separate seasonal closings from more permanent
closings. Economists using other data sources may have
to wait 2 or more years before being confident that clos-
ings are permanent. As a result, use of the QCEW-based
BED measure of death will result in the most current and
frequently published figures available.

These chosen measures of births and deaths have the
advantage of 1. being consistent with other BED data
in that they use third-month employment as a defin-
ing factor, 2. being symmetrical in dealing with both
births and deaths: four quarters of zero employment
before a given quarter defines birth, and four quarters
of zero employment after a given quarter defines death,
and 3. making births a subset of openings, which makes
them consistent with the existing published BED data.
The analysis of data presented earlier in this article was
based on birth and death estimates derived from these
selected definitions.

IN THIS ARTICLE BUSINESS BIRTHS AND DEATHS were
measured using the QCEW longitudinal database. Alter-
native definitions were estimated and results were com-
pared over time. The results showed small differences in
the magnitude of births measured by alternative methods,
but no significant differences in their patterns of change
over time. The estimation of births on the basis of posi-
tive employment in the third month of a quarter and zero
employment in the four previous quarters was selected as
the preferred method. The same approach was employed
in defining establishment deaths. Deaths are records with
positive employment in the third month of a quarter fol-
lowed by four consecutive quarters with zero employment
during the third month. Entrepreneurial births were de-
fined by measuring births at the firm level and excluding
newly born units of multiestablishment businesses from
total births.
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Number of establishment births, by proposed definition of births, seasonally adjusted, third
quarter 1994 to first quarter 2007
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(d LR R M Number of establishment deaths, by three different measures of death, seasonally adjusted,
third quarter 1993 to first quarter 2006
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(d \EILARM Job losses from establishment deaths, by three different measures of death, seasonally adjusted,
third quarter 1993 to first quarter 2006
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'The birth data exhibited an upward trend in the number
of births, a declining trend in the total number of jobs cre-
ated by births, and a downward trend in the average size
of births. A decreasing average size of births was found
to be likely associated with rising productivity in the U.S.
economy. The number of births per 1,000 persons in the
labor force has been on the rise since September 2003,

Notes

following a declining trend that started in the late 1990s.

This research and analysis effort at BLS may result in
routine publication of birth and death estimates. These
major additions to the BED data series should prove to
be useful in assessing aspects of the underlying health of
the U.S. economy and in comparing U.S. employment dy-
namics with those of other countries. a
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Expenditure patterns of young single
adults: two recent generations compared

Differences in spending patterns for young, never-married adults
in 200405 and their counterparts in 1984-85 may reflect
differences in demaographics; however, whether the changes indicate
an increase or decrease in economic status remains unclear

or many Americans, the age of 21 is
a major point of demarcation in one’s
life cycle. This age marks the start of
tull legal adulthood—that is, the age at which
the young person is no longer considered a
minor and can freely engage in all legal ac-
tivities, such as renting or purchasing a home.
By age 21, many Americans have completed
their formal education, and many more will
do so during their twenties.! In addition,
numerous individuals in this age group are
starting on their first jobs leading to a career,
and consequently, they face many new chal-
lenges. Achieving and maintaining financial
independence can be difficult and has long-
term ramifications for young adults and oth-
ers in society. After all, income and spending
patterns established in youth will aftect one’s
ability not only to save for the purchase of a
home, provide for a family—including future
children’s education—and live well in retire-
ment, but also to contribute toward programs
such as Social Security for current retirees.
Clearly, then, understanding the economic
status of young single adults is important for
society as a whole, especially when substan-
tial structural changes in the economy occur,
as they have during the last generation.
Indeed, the changes that have taken place
may lead to outcomes that differ from what
has happened in the past. On the one hand,
there has been a persistent belief, based on
experience, that the current generation of

Americans will be better off economically
than the previous generation. On the other
hand, since the 1990s, much literature has
suggested that that belief may not be true
anymore.? 'This article examines expenditure
and income patterns for single, never-mar-
ried young adults (persons aged 21 to 29
years) who were interviewed in 2004-05 and
compares the patterns with those exhibited
by single young adults 20 years earlier. The
aim of the comparison is to assess the eco-
nomic status of the two groups of singles in
each period.

Before starting the analysis, it is important
to keep in mind that many factors describe
one’s economic status and none by itself can
provide a complete answer to the question
“Who was better off when?” Each measure
has its own inherent strengths and limitations
that must be considered before attempting to
draw conclusions.

The data

The main source of data used in this article
is the Interview Survey, a component of the
Consumer Expenditure Survey (CE). The CE
is the most detailed source of expenditure in-
formation collected directly from households
by the Federal Government. In addition, data
on income and other demographics are col-
lected. Collected periodically throughout
most of the 20th century, consistent data
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from the Interview Survey are available for analysis on a
quarterly basis from 1984 onward.

Participants in the Interview Survey are visited once
every 3 months for five consecutive quarters. In each
of these interviews, respondents are asked to report ex-
penditures that occurred during the weeks prior to the
interview. For the initial interview, the relevant period
is 1 month. For the second through fifth interviews, the
relevant period is 3 months. Expenditures reported in the
first interview are used only for bounding purposes—that
is, to ensure that respondents do not report expenditures
for any item(s) in any subsequent interview(s) that they
have already reported in the current interview. Only data
from the second through fifth interviews are used in pub-
lication of the CE data and in the analyses conducted in
this study.

'The Interview Survey is conducted on an ongoing ba-
sis, with different respondents participating in different
interviews during the same timeframe. That is, in any par-
ticular month, some participants are interviewed for the
first time, some for the fifth. When the fifth interview is
completed, the participants are dropped from the sample
and replaced by new ones. In this way, about 20 percent
of the sample consists of new participants each quar-
ter. In addition, if the interviewer visits the address and
finds that the original participant no longer lives there,
the interviewer attempts to continue the process with the
new residents at the address. For example, if the original
participant completed the third interview, the interviewer
asks the new participant for certain demographic and
other information, but otherwise continues to ask ques-
tions normally asked in the fourth interview. In any case,
each quarter of data is considered to be an independent
sample, even though information from the same partici-
pants is collected in more than one quarter.’®

Finally, participants in the survey are selected from the
total U.S. civilian noninstitutional population. Participants
may live in urban or rural areas and in structures such as
houses, condominiums, apartments, and group quarters
(for example, college dormitories). However, military
personnel living on base, residents of nursing homes, and
those in prisons are not included in the sample.*

Terms and definitions

Consumer units. 'The basic unit of analysis in the CE is the
consumer unit, defined as members of a household related
by blood, marriage, adoption, or some other legal arrange-
ment; a single person living alone or sharing a household
with others and who is financially independent; or two or
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more persons living together who share responsibility for
at least 2 out of 3 major types of expenses—food, housing,
and other expenses. Note that a household and a consumer
unit are not always the same thing. A household is the
physical dwelling in which a person or family resides, and
it may contain many consumer units. For example, two
roommates sharing an apartment may purchase their own
tood, pay their own half of the rent, and otherwise provide
for their own expenses. They then share the same house-
hold, but are separate consumer units.

Expenditures and outlays. Technically, this article exam-
ines outlays, which are similar, but not identical, to ex-
penditures. Both expenditures and outlays consist of the
transaction costs, including taxes, of goods and services.
They also include spending for gifts for persons outside
the consumer unit, but exclude business purchases. How-
ever, expenditures include the full cost of each purchase,
even though full payment may not have been made at the
date of purchase.” Outlays include periodic credit or in-
stallment payments for major items already acquired, such
as automobiles.® For example, if a consumer purchases a
new automobile during the 3 months prior to the inter-
view (that is, the “reference period”), the full cost of which
is $30,000, then, under the definition of “expenditure,”
the consumer is taken to have spent $30,000 during the
reference period. However, if the consumer financed the
purchase with a loan and made payments of $500 each
month of the reference period, then, under the definition
of “outlays,” the consumer is taken to have spent $1,500
during the reference period, plus any additional amount
spent on a downpayment or a similar fee.” In addition,
for homeowners, mortgage principal payments, if any, are
excluded from the expenditure computation; for outlays,
principal payments are included.?

Although expenditures are useful to analyze in many
contexts, outlays are used in the analysis that follows be-
cause they provide a better view of monetary flows for
young consumers, who presumably have less in savings
or investments on which to rely for purchases and who
therefore may depend on loans for financing more than
do older consumers.’

Adjustment for expenditures for food at home.  Prior to 1988,
respondents to the Interview Survey were asked to report
usual monthly expenditures for food at home during the
reference period. Starting in 1988, respondents were asked
to report usual weekly expenditures instead. Due to this
change in the questionnaire, expenditures for food at home
are not directly comparable over time. This incomparabil-



ity is evidenced by a large increase in the average for these
expenditures for young single adults from 1987 to 1988
(almost 45 percent), which is inconsistent with all other
year-to-year changes in these expenditures from 1984 to
2005. Therefore, prior to any analysis, 198485 data on
food at home are adjusted to account for this change to
the extent possible. Outlays that include food at home as
a component, either directly (for example, total food out-
lays) or indirectly (for example, outlays for all other items,
which are computed by subtracting several expenditures
from total outlays), are recomputed with the use of the ad-
justed expenditures for food at home. (Details concerning
the change in the questionnaire and the computation of
the adjustment factor are given in “Adjusting expenditures
for food at home,” in the appendix, pp. 40-43.)

Group of interest: young single adults. In this article, the
main analysis is performed using data from young, single,
never-married adults aged 21 to 29 years who consti-
tute their own consumer units.'® The group is limited to
single-member consumer units in order to facilitate com-
parisons across time. For example, if all consumer units
that include at least one 21- to 29-year-old are compared,
changes in patterns may be due solely to changes in the
composition of these units: if there are more (or fewer)
married couples, single parents, or other non-single-
member units in the later period, expenditure patterns for
the group as a whole will appear to differ, even if there has
been no change when only married couples, single parents,
or other non-single-member units are compared. In addition,
the sample is limited to never-married singles because singles
who were previously married may have very different expend-
iture or other patterns based on differences in their life
experiences or differences in income resulting from their
unions. These patterns may even include expenditures for
a child who lives in a consumer unit different from that
of the previously married parent. Therefore, to remove the
potential influence of these factors on the analysis, only
never-married singles are included, wherever possible.

Quarterly outlays or annualized outlays? In the Interview
Survey, data for expenditures and outlays are collected
quarterly in most cases. That is, respondents are usually
asked to report values for expenditures or outlays that
occurred during the 3 months prior to the interview.
For convenience, the data for expenditures and outlays
presented in this article are annualized prior to analysis.
That is, quarterly values are multiplied by 4. However, the
annualized values do not represent calendar-year spend-
ing. For example, respondents interviewed in January

1984 reported outlays that occurred between October
and December 1983. Similarly, respondents interviewed
in February 1984 reported outlays that occurred between
November 1983 and January 1984, thus crossing years.
Also, multiplying an individual’s quarterly outlays by 4
may not accurately represent what that individual actually
spent during the 12-month period of interest. However,
on average, this approach provides a reasonable estimate
of outlays for a 12-month period.

Real dollars or nominal dollars? In performing econom-
ic comparisons across time, it is essential to control for
changes in prices, because changing prices affect purchas-
ing power. That is, if a person spent $1 for apples yesterday,
but $2 today, then the person did not buy more apples to-
day if the price of apples doubled since yesterday. Price in-
dexes are often used to convert nominal (that is, reported)
dollars into rea/ (that is, price-adjusted) dollars, either by
converting yesterday’s expenditures into today’s dollars or
by converting today’s expenditures into yesterday’s dollars.
(For more information on this topic, see “Real or nominal

expenditures?” in the appendix, pp. 39-40.)

Sample or population? In conducting the CE, it is impossi-
ble to interview every consumer unit in the United States
(the population). Therefore, a representative group is inter-
viewed. The members of this group constitute the sample.
To obtain population estimates, each consumer unit in the
sample is weighted by the number of consumer units it
represents. In 198485, there were 2,359 consumer units
of interest sampled; as shown in table 1, together they are
estimated to represent nearly 4.9 million consumer units
in the population. In 2004-05, there were 2,158 consumer
units of interest sampled, representing about 4.6 million
consumer units in the population.™

Statistical significance. Because data compared across groups
come from samples of each group, rather than entire popula-
tions, it is important to consider the probability that differ-
ences in outcomes are the result of actual differences in the
population and not due to chance. Depending on the type
of sampling performed, different formulas are available to
compute the szatistical significance of the outcome—that is,
the probability that the difference was due to chance alone,
rather than being a real difference in outcomes. In the analy-
sis that follows, when results are described as “statistically
significant,” the outcome is not likely to have been due to
chance alone. (Tests used to measure statistical significance
are described in “Measuring statistical significance: types and
computations of #statistics,” in the appendix, pp. 43—44.)
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Demographic characteristics of never-married
young adults (aged 21 to 29 years), 1984-85 and
2004-05
[In percent]
Characteristic 1984-85 2004-05
Estimated population (rounded)........... 4,854,000 4,610,000
Percent distribution

Educational status:

Highest level attained:

High school diploma or less........... 26.2 17.8
College experience 73.8 82.2
Attended college 40.1 2453
Graduated college... 333.7 436.9
Currently enrolled in college:
Full time 25.6 357
Part time 7.0 74
Not at all 64.7 534
Not eligible’ ... 2.7 35
Housing tenure:
Homeowner 8.0 15.8
Renter 92.0 84.2
Race and ethnic origin:
Hispanic 35 7.1
Non-Hispanic 96.5 92.9
Black 8.3 10.1
White and other ... 88.2 82.8
Men 57.6 59.3
Women 424 40.7
Size of dwelling:
Homeowners
Rooms, other than bathrooms........ 5.0 53
Bedrooms 2.4 2.5
Bathrooms 1.2 1.5
Half baths 2 2
Renters:
Rooms, other than bathrooms............ 4.1 4.2
Bedrooms 1.8 2.1

Bathrooms 1.2 13

Half baths N Nl

"Includes those who report attending or completing 1 to 3 years of
college and those who report attending, but not completing, 4 years of
college.

2 Includes those who report some college, but no degree, and those
who report receiving an associate’s degree (occupational/vocational or
academic).

3 Includes those who report completing 4 years of college or attend-
ing graduate school.

#Includes those who report receiving a bachelor’s degree, master’s
degree, professional school degree, or doctoral degree.

® Did not garaduate high school.

Limitations of the data

A complete description of economic well-being includes
measures that are not available in the data analyzed. For
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example, the CE does not collect information about ex-
pectations of the future. Presumably, the anticipation of
a particular event or outcome in the future influences
expenditure patterns in the present. For example, if one
expects to make a major purchase (for instance, a home
or a car) soon, one may save more in the present than
someone who does not expect to do so for some time; or,
as discussed subsequently, the more one expects to earn in
the future as the result of obtaining a college degree, the
more one is willing to pay for it. As another example, rapid
changes in technology, such as those which occurred dur-
ing the period under study, presumably have ramifications
for economic well-being that are impossible to measure
by examining expenditures alone.

In addition, a consideration of assets and liabilities is
excluded from this analysis. Although the CE collects in-
formation on assets and liabilities, the information is not
detailed enough for purposes of analysis. For example,
some information about levels of debt and to whom it
is owed is collected; however, information about many
sources of debt, including school loans, is not collected
separately from information about other debt.”® Further-
more, the CE data on assets and liabilities are not consid-
ered as reliable as expenditure data, due to nonresponse.*
Finally, unlike expenditure data, which are collected dur-
ing each interview, data on assets and liabilities are col-
lected only during the fifth interview. Therefore, not all
consumer units that are interviewed have an opportunity
to provide information about assets and liabilities.” De-
spite these data limitations, young singles presumably
make expenditure decisions with the preceding factors in
mind. Consequently, those factors are implicitly included
in the analysis that follows.

Demographic analysis

Before comparing groups, it is important to understand
their basic demographic characteristics. Changes in de-
mographics, such as educational attainment, may explain
differences in economic attainment. For example, a higher
percentage attending college may indicate a better trained
workforce whose members are more able to enter profes-
sional or skilled careers. At the same time, changes in de-
mographics may be associated with changes in tastes and
preferences that would change expenditure patterns.

Population share.  'The data indicate that, despite growth
in the U.S. civilian noninstitutional population, the num-
ber of young adults (of any marital status, living alone or
with others) in that population has decreased over time.



For example, the number of consumer units in the U.S.
population increased from more than 90.5 million in
198485 to more than 116.6 million in 2004-05. At the
same time, the approximate number of 21- to 29-year-
olds who lived in consumer units of any size decreased
from 37.5 million in 1984-85 to 34.3 million in 2004-05.
As a result, the number of consumer units reporting at
least one member between the ages of 21 and 29 fell from
nearly 27.7 million (almost 31 percent) to 25.7 million
(22 percent).

Nevertheless, despite the overall decrease in the num-
ber of young adults over this time span, the estimated
number of young single (never-married) adults increased
from about 17.2 million to 20.3 million. In addition,
the number of consumer units that included at least one
young single increased from 14.5 million to 16.7 million,
and the values increased dramatically for consumer units
with at least one young adult of azy marital status. For
example, in 1984-85, more than half (53 percent) of these
consumer units included at least one young single adult,
with an average of 0.6 per consumer unit. In 200405,
nearly two-thirds (65 percent) included at least one young
single adult, with an average of nearly 0.8 per consumer
unit.

Presumably, these findings indicate that although, due
to demographic shifts, there were fewer young adults in
the population, they were marrying later in life in 2004~
05 than they were in 1984-85.1 If so, whether this trend
indicates an improvement or a deterioration in that age
group’s economic status is not clear. On the one hand,
the decision to wait may reflect the desire to complete a
degree or establish a career before undertaking such an
important commitment as marriage. On the other hand,
it may be that young persons still want to marry early, but
find it too difficult financially. At any rate, as evidenced
by this discussion, the trend toward later marriage again
underscores the importance of narrowing the subject of
study to young singles. Attempting to include marriage,
and even children, into the analysis introduces compari-
sons that are too complex to complete meaningfully.

Education. According to table 1, in 2004-05 young sin-
gles reported higher levels of educational attainment than
they did in 1984-85."7 From the earlier survey period
to the later one, the percentage reporting a high school
diploma or less dropped substantially (from 26 percent to
18 percent), while the percentage reporting at least some
college experience increased notably (from 74 percent to
82 percent).'® In addition, those enrolled in college full
time increased their share from a little more than 1 in 4

(26 percent) to well over 1 in 3 (36 percent).”

Higher education is usually considered to be a benefit,
leading to higher pay for professional or skilled workers.
This is especially true as changes in technology and com-
munications during the intervening years have created
jobs, such as computer technicians and administrators,
that may require at least some college education for a job-
seeker to qualify for employment. However, at the same
time, the Consumer Price Index (CPI), which measures
changes in prices for goods and services that urban U.S.
consumers purchase, shows that the cost of college tuition
and fees more than quadrupled—rising 365.3 percent—
from January 1984 to December 2005.%° 'This increase is
in contrast to one of 93.1 percent—less than double—for
all goods and services over the same period. Thus, young
singles in the later period may have been receiving educa-
tion in larger numbers, but they were facing considerably
higher prices than their historical counterparts. In order to
benefit from their education, at least in a purely financial
way, expected wages and salaries or other income would
have to rise substantially to compensate for the increased
cost of education.

Housing status. In recent years, there has been much dis-
cussion regarding students moving back into their parents’
homes after college, rather than into their own dwellings.
Many reasons for this development have been posited,
and some would suggest that it is due to a decrease in eco-
nomic well-being—for example, because nowadays stu-
dents are unable to afford housing on their own. However,
others suggest that moving back with parents is a benefit
to young adults, as it allows them to forego rent and spend
savings therefrom on consumer goods.” It could also be
that young adults who choose to live with parents do so
in order to save for a downpayment on a nicer home than
they could have afforded if they had to pay housing ex-
penses while saving.

Whatever the case, the CE data do not support this con-
clusion. To demonstrate, the sample is expanded to include
all consumer units consisting of a# /east one never-married
adult aged 21 to 29 years. Expanding the sample to take
these individuals into account ensures that young singles
who live with their parents, as well as those who live with
others but who do not pay rent or are otherwise not finan-
cially independent, are included in the analysis. In this new
sample, 35 percent of young singles were reported to be the
child of the reference person® in 2004-05, compared with
48 percent in 1984-85. In addition, the percentage report-
ing that they were the reference person increased from 39

percent in 198485 to 43 percent in 2004-05.%
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Another key factor in considering well-being is that,
despite a sharp increase in home prices in many U.S. cities
in recent years, young single adults in 2004-05 were more
likely to own their homes than they were in 1984-85.The
percentage of young single homeowners doubled from 8
percent to 16 percent during that time. Usually, home-
ownership is considered to indicate higher economic sta-
tus than renting. Owning a home provides the purchaser
with not only living quarters, but a valuable asset against
which to borrow in case of emergency. Of course, if young
adults in the later period were buying homes with riskier,
more exotic mortgages that were not available in the ear-
lier period, that could have led to worse outcomes than
renting. However, the answer to that question is beyond
the scope of the CE data.

Economic analysis

Macroeconomic factors. One indicator of economic condi-
tions is the real value of gross domestic product (GDP). GDP
measures the value of all goods and services produced in an
economy.** According to this measure, both groups look
like they were about equally well off. Each group lived and
worked during a period of economic growth. Real GDP
expanded both from 1983 to 1985 (by 11.6 percent) and
from 2003 to 2005 (by 6.8 percent).” Interestingly, the
two groups also grew up in similar historical contexts as
far as economic growth is concerned. In this regard, real
GDP grew at an average annual rate of about 3.3 percent
from 1964-65 to 198485 and 3.0 percent from 1984-85
to 2004-05, while the population grew at an average
annual rate of about 1 percent over each of the two peri-
ods.?”” Therefore, each group experienced periods in which
real GDP grew faster than population growth, indicating
that there were more goods and services per person avail-
able to be consumed or otherwise used in the economy.
‘Though important, the GDP values reflect changes for
the economy as a whole—not necessarily for the group of
interest. Therefore, other macroeconomic indicators also
are useful to examine. One of these is the unemployment
rate. This measure describes the ratio of persons actively
seeking work, but unable to find it, to all persons in the
labor force, which includes the former group as well as
those who currently hold jobs.?® Although the available
measures are not precise or specific to the group in ques-
tion, there are historical data readily available to describe
outcomes.” Using such data enables rates for young (nev-
er-married) singles to be computed for those aged 20 to
24 years. Data also are available for adults aged 25 to 29
years, but no data are available for never-married persons
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in that age group.

Both sets of data show a decline of nearly 2 percentage
points in unemployment rates for young adults in each
age group. Although they experienced higher rates of un-
employment than the general population (all adults aged
20 years and older) did in each period (about 6.5 percent
in 1984-85 and 4.7 percent in 2004-05), the decline in
rates for young adults indicates that they were better off
in the later period than the earlier one.*® The following
tabulation shows unemployment rates for young singles

and for all young adults for 1984-85 and 2004-05:

Young singles only All young adults
(20 to 24 years) aged 25 to 29 years
Category 1984-85  2004-05  1984-85 2004-05
Total........ 11.7 9.6 7.8 6.0
Men.............. 12.8 10.6 7.6 5.8
Women ....... 10.2 8.3 8.0 6.2

In addition to these unemployment figures, certain re-
lated macroeconomic factors may have aftected economic
well-being difterently for young adults in the two periods.
If so, these factors also support the hypothesis that young
adults were better off in the second period. For example,
the first group experienced several serious economic re-
cessions from the mid-1970s to the early 1980s that were
marked by historically high levels of unemployment. By
contrast, there were only two recessions from 1984-85
to 2004-05 (in 1990-91 and 2001), each with peak un-
employment rates lower than in the earlier downturns.*!
Although 1984-85 and 2004-05 were each periods of
growth in real GDP, the differences in economic outcomes
in the preceding years may have affected the abilities of
the young adults to secure jobs or savings prior to the
years of study or may have affected the finances of those
on whom they would normally rely for support, such as
parents or other family members.*? These experiences also
may have affected the group’s expectations about the fu-
ture and therefore affected its members’ planning.

Microeconomic factors: measures using outlays. In defining
the economic status of a particular group, many persons
would probably immediately think of income as the ap-
propriate measure. However, outlays are used in this ar-
ticle, for both theoretical and practical reasons.

From a theoretical viewpoint, total outlays reflect not
only income received today (that is, current income), but
expectations of future income. For example, an applicant
seeking a student loan almost certainly knows that his or



her current savings and income are inadequate to cover
tuition, but has the expectation that future earnings (en-
hanced by the degree sought) will more than repay the
loan. The sum of current income and expected future in-
come is known as permanent income; the idea that consum-
ers spend money on the basis of their permanent income
levels is known as the “permanent-income hypothesis.”
Because outlays are hypothesized to be based on per-
manent income, they are used as a proxy thereof in this
analysis.

Among the practical reasons for using outlays rather
than (current) income with CE data is that, prior to 2004,
income before taxes was published only for “complete
income reporters.” In general, complete reporters were
those for whom at least one member of the consumer
unit (usually the reference person) reported a value for a
major source of income, such as wages and salaries. How-
ever, even complete income reporters did not necessar-
ily provide a full accounting of income from all sources.
For example, the respondent might have provided a value
for wage and salary income, but not known or refused to
provide the value for interest income. Relying on com-
plete reporters only, then, reduced available information
in two ways: Not all respondents were complete report-
ers, and not all complete reporters provided full income
information for analysis. Using total outlays as a proxy for
permanent income solves both problems, because values
for outlays are either reported or, where appropriate, esti-
mated by various methods.**

Using outlays to assess economic status. Perhaps the first
answer to come to mind to the question, “Which group
is economically better oft?” is the answer to another ques-
tion: “Which group has more income?” As has already
been demonstrated, even answering this question is not as
straightforward as it might seem. A simple comparison of
permanent incomes would make it seem as if the young
adults in 2004-05 were better off than those in 1984-85:
total annualized outlays for the average young single adult
studied rose from $13,145 to $22,744 over the period
between the two surveys, an increase of 73 percent! How-
ever, in the United States, total annualized outlays prob-
ably would be observed to increase during any 20-year
period since World War 1I, simply because of inflation,
which is defined as a rise in prices for goods and services
when other factors (such as size and quality) remain es-
sentially constant. Given this situation, it is more accurate
to compare rea/ outlays (those adjusted for price change
with the use of the CPI for all goods and services) than
nominal outlays (unadjusted figures, as cited earlier). The

2-year average of the annual CPI for all goods and services
rose nearly 82 percent from its base in 1984-85 (105.8) to
its value in 2004-05 (192.1). That means that the $13,145
spent in 1984—85 would purchase about the same amount
of goods and services as would $23,867 in 2004-05. By
this measure, young adults in 2004-05 were worse off than
their earlier counterparts, experiencing a decrease of al-
most 5 percent ($23,867, compared with $22,744) in their
real outlays. However, caution must be used in interpret-
ing this finding, because the difference in means is not
statistically significant.

Of course, the preceding finding relies on certain as-
sumptions, namely, that the same goods and services are
purchased in each year by each group, that qualities remain
unchanged, and so forth. Even so, by this measure, young
adults in the later period appear to be worse oft than they
were in the earlier period. But perhaps the same is true
of all other consumers. If so, is the decrease in purchas-
ing power experienced by young singles larger, smaller, or
about the same as that experienced by others? In other
words, how are young adults faring compared with the
rest of the population?

Comparing the changes in real total outlays from
1984-85 to 2004-05 for young singles with those of other
single, never-married adults who also were surveyed dur-
ing those periods is one way to attempt to answer this
question. Before proceeding, however, it is useful to re-
move outlays for food at home from both groups, because
of the change in questionnaire occurring in 1988. As noted
earlier, young, single, never-married adults exhibit a large
change (almost 45 percent) in food-at-home expend-
itures from 1987 to 1988 that is inconsistent with annual
changes in these expenditures for this group in other years.
Other single, never-married adults exhibit a similarly large
(more than 38 percent) and inconsistent change in these
expenditures. However, the factors required to adjust their
expenditures are almost certainly different from those re-
quired for young single adults. Performing this adjustment
would therefore add one more element of uncertainty to
the comparison: if differences are found in the rates of
change of total outlays for these groups, how much will
be due to actual differences in expenditure patterns and
how much to qualitative differences in the estimated fac-
tor for adjustment of food-at-home expenditures for each
group? Therefore, for simplicity, outlays less food at home
are compared.

For young singles, real total outlays less food at home
tell 3.8 percent over time, from $21,613 in 198485 to
$20,795 in 2004-05. For other singles, real total outlays
less food at home increased 6.1 percent over the same
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period, from $24,415 to $25,906. Although this finding
appears to indicate that young singles are falling behind
in permanent income while others are gaining, it is not
conclusive. First, neither change is statistically significant,
indicating that the differences in means observed for each
group across time may be due to chance alone. Second,
the increase in outlays for other singles may be due to
changing demographics within this group. For example,
the proportion of singles aged 35 to 54 years increased
from 39 percent in 198485 to 56 percent in 2004-05.
In each year during the period examined, never-married
adults in both age groups had the highest levels of average
total outlays. Therefore, even if average real total outlays
for singles aged 35 to 54 years have not changed over
time, the fact that there are more members of that group
in the sample will increase the mean for the entire sample
of other singles.

Using shares to measure outcomes

Another useful tool for comparing the economic well-be-
ing of different groups is derived from a finding known
as Engel’s proposition. In 1857, Prussian economist Ernst
Engel reported that, as income increases, the share of total
expenditures allocated to food decreases.® The assumption
in the analysis presented in this article is that the smaller
the share of total expenditures a consumer allocates to ex-
penditures for basic needs such as food, the larger is the
share available to allocate to other items. Therefore, under-
standing the allocation of shares of total outlays provides
insight into the economic well-being of the groups stud-
ied. (For more information on analyzing shares, including
caveats associated with this type of analysis, see “Analyzing
shares,” in the appendix, pp. 38-39.) Table 2 shows shares
of total outlays that young adults allocated to selected
goods and services in 198485 and 2004-05.

Several findings are of note. First, the share of outlays
allocated to food has declined over time—by more than 2
percentage points, in fact. Taken alone, this may indicate
an increase in economic well-being. However, food out-
lays can be decomposed into two parts: outlays for food
at home (for example, food purchased at grocery stores)
and outlays for food away from home (for instance, food
purchased at restaurants). Analyzing these components
separately is useful, because they represent two different
types of spending. Because of the convenience, change in
ambience, and typically higher cost associated with meals
at restaurants, these meals are considered to be a treat for
many consumers; therefore, it is reasonable to suppose that
an increased share for food away from home indicates an
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increase in well-being, while an increased share for food at
home indicates a decrease in well-being. Over the period
examined, the shares for food at home and for food away
from home both decreased. Each of these changes is statis-
tically significant, as are many of the other changes in share
shown in the table. However, the directions of the changes
in the components of food spending are contradictory, one
indicating an increase, and the other a decrease, in eco-
nomic well-being. Resolving this apparently paradoxical
outcome is the topic of the next section. (See also “Analyz-
ing shares,” in the appendix, pp. 38-39, especially p. 39.)

Other measures using outlays

Although analyzing shares of outlays provides an easy, in-
tuitive way to compare economic statuses, it has its limi-
tations. In historical comparisons, one major limitation is,
once again, price change. When outlays within a certain pe-
riod are compared, it is usually assumed that all groups face
roughly the same prices. However, across difterent periods,
prices for some goods and services may have risen, perhaps
rapidly,while others stayed the same or even dropped. When
prices are not changing at a uniform rate, the shares can be
affected in ways that do not accurately reflect the underly-
ing idea of analysis using a framework based on Engel’s
proposition. (See “Analyzing shares,” in the appendix, pp.
38-39.) Therefore, comparing real (price-adjusted), rather
than nominal (contemporaneous), outlays for specific items
is a useful way of seeing whether a decrease in share is due
to less consumption or a change in prices.

'The CPI for food at home rose more than 81 percent
from 1984-85 (103.6) to 2004-05 (188.0). Therefore,
the real-dollar expenditure for food at home in 1984-85
was about $2,252, which is more than the $1,950 spent
in 2004-05. Similarly, the CPI for food away from home
rose about 79 percent from 1984-85 (106.3) to 2004-05
(190.5). Therefore, the real-dollar expenditure for food
away from home in 1984-85 was about $1,437, which
is more than the $1,073 spent in 2004-05. In each case,
the real-dollar expenditure in 198485 is statistically sig-
nificantly different from the value observed in 2004-05.
Consequently, these findings are consistent with the Eng-
el analysis, which indicates a higher economic well-being
in the second period than in the first due to a decrease
in expenditures for food at home, but a lower economic
well-being in the second period due to a decrease in ex-
penditures for food away from home.

Further analysis reveals another interesting finding: Al-
though the percentage of respondents reporting expend-
itures for food at home remained unchanged (almost 97



IE1 M Average annualized outlays and shares, young single adults, 1984-85 and 2004-05
Average annualized outlay
Share (percent)
Outlay category 1984-85 2004-05
Nominal Real 2004-05 Nominal/ e
dollars dollars real dollars 1984-85 2004-05 t-statistic
Total outlays' $13,145 $23,866 $22,744 100.0 100.0
Food, total less trips’ 2,043 3,710 3,022 15.5 133 2-4.49
Food at home, less trips' ....... . 1,241 2,254 1,950 9.4 8.6 2-2.55
Food away from home, less trips........... 802 1,456 1,073 6.1 47 2-4.75
Shelter and utilities 3,113 5,652 7,249 23.7 31.9 29.88
Owned dwellings 353 641 1,326 2.7 5.8 2453
Rented dwellings 2,039 3,702 4,602 15.5 20.2 25.99
Utilities 722 1,312 1,322 5.5 5.8 1.21
Apparel and services 821 1,490 757 6.2 33 2-8.84
Transportation 2,320 4,213 3,494 17.7 15.4 2-2.44
Cars and trucks (new) 606 1,100 457 46 2.0 2-4.74
Cars and trucks (used).... 462 840 853 3.5 3.7 32
Other vehicles 31 57 33 2 N -1.10
Gasoline and motor oil 583 280 969 44 43 -.86
Maintenance and repair.... 304 1,058 398 23 1.7 2-2.37
Vehicle insurance 211 552 487 1.6 2.1 23.40
Public transportation.... 49 383 76 4 3 -.62
Vehicle rental 74 89 223 6 1.0 23.10
Health care 256 466 478 2.0 2.1 .55
Entertainment 703 1,277 1,129 54 5.0 -79
Travel and trips 631 1,146 668 4.8 29 2547
Education 558 1,012 1,760 4.2 7.7 22.55
All other outlays' 2,699 4,900 4,186 20.5 18.4 2-2.45
'Item or subcomponent computed with the use of adjusted values for ~ are compared.
food at home in 1984-85; see “Adjusting expenditures for food at home,”in Norte: To convert to real 2004-05 dollars, nominal 1984-85 dollars are
the appendix, pp. 40-43. multiplied by 192.1 (the average cpi for 2004-05) and divided by 105.8 (the
2 Indicates statistically significant difference in shares when periods average cpl for 1984-85). Components may not add to aggregate values

percent in each period), the percentage reporting expend-
itures for food away from home fell nearly 5 percentage
points (from 90.8 percent to 86.3 percent). This finding
supports a diminution in economic well-being, given the
smaller percentage of young singles who report expendi-
tures for food away from home.

However supportive, by themselves these numbers do
not conclusively indicate that the second group was worse
off than the first. For example, an increased variety of fro-
zen and prepared foods in the second period may mean
that consumers can enjoy, at home, the convenience of food
away from home at lower, grocery store prices. In addition,
the consumer can make one trip to the grocery store each
week and purchase all meals at once, rather than visiting a
fast-food establishment every day, thus saving time. If all
this is true, then the decreased share for food away from

home may indicate an increase in well-being. Yet, if it is
true, it is inconsistent with the fact that real expenditures
for food at home fell between the two periods; that is,
given that the price index for food at home rose between
the two periods, purchasing more food at home and less
tood away from home should lead to Aigher, not lower,
real-dollar expenditures for food at home in the second
period. Still, this outcome is not implausible. The price in-
dex for food at home is based on what a// consumers pur-
chase, and not solely on what young singles purchase. If
young singles are purchasing more food at home, and the
prices of the foods they tend to purchase have increased
less than the prices of other types of food at home, then
the preceding findings are consistent with the hypothesis
described here (that is, that young singles are substituting
lower priced foods from grocery or other stores for food
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from restaurants). In fact, the CPI for frozen and freeze-
dried prepared foods increased less than 48 percent (from
103.8 to 153.2) from January 1984 to December 2005,
substantially less than the 81-percent increase in prices
already reported for food at home in general.** However,
to investigate this hypothesis fully requires both further
investigation into price increases for specific foods and
an examination of data from the CE’s Diary component,
or Diary Survey, which, unlike the Interview Survey, is
designed to collect detailed information on food expend-
itures. Such an investigation, while interesting for future
work, is beyond the scope of this study.

Regardless, expenditures on other goods and services
also are useful to examine. First, consider the case of
shelter and utilities.” 'The share allocated to these out-
lays has increased substantially, from less than one-fourth
to nearly one-third of total outlays. Again, it is possible
that housing attributes account for this change. Now, if
outlays for shelter and utilities have risen because young
singles are purchasing or renting larger homes, the change
in share may be due to an increase in their well-being.
However, evidence to suggest such purchases is limited.
For example, only the increase in number of bathrooms
(see table 1) is statistically significant for both owners and
renters. The changes in the numbers of bedrooms and half
baths for renters, while statistically significant, are not
necessarily economically significant. (For example, the
number of bedrooms for those who rent increased from
about 1.8 to about 2.1.) Neither homeowners nor renters
experienced a statistically significant change in “rooms,
other than bathrooms.” Although other factors, not meas-
ured in the CE, also affect these outlays—for example, the
quality of the neighborhood in which the housing ex-
ists—the substantial change in these shares, coupled with
the considerable increase in housing prices noted in re-
cent years, may be evidence of a diminution of well-being
for this group, or at least that the increase in well-being
from slightly larger dwellings is more than offset by the
increase in outlays. However, these data do not tell the
full story. The numbers of rooms, bedrooms, bathrooms,
and half baths are all described for the consumer unit, yet
many of the consumer units sampled actually reside in the
same household. It is quite possible that numbers of rooms
per consumer unit have not changed, but that the number
of households in which these consumer units reside has
changed; if the number has increased, it could indicate an
increase in well-being. To illustrate, consider two young
singles sharing a one-bedroom apartment (that is, two
separate consumer units sharing one household). Suppose
that each roommate is interviewed and reports that the
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apartment has one bedroom. Then the data would show
two separate consumer units, each with one bedroom.
Now suppose that one roommate moves into a new apart-
ment, also containing one bedroom. Then, assuming that
each of the former roommates still lives alone, the data still
show two separate consumer units with one bedroom. Yet,
if they prefer to live alone, the constant number of rooms
per consumer unit would not reflect the hypothetical in-
crease in their well-being. Fortunately, the data provide
information that allows the analyst to distinguish these
two cases. That is, it is possible to count the number of
consumer units per household to see whether two room-
mates are sharing one household with one bedroom or
two young singles live alone in separate households, each
of which contains one bedroom. Analyzed in this way, the
results tell a different story: first, in 1984-85, more than
one-third (nearly 36 percent) of the young singles stud-
ied lived in a household with at least one other person;*
then, in 200405, less than one-fourth (under 23 percent)
did. (See table 3.)

Of course, some caution must be used in interpreting
these numbers. The data are not edited for consistency,
for example. Therefore, it is possible that, due to differ-
ences in the way respondents interpret their situations
(for instance, one housemate reports the second bedroom,
which is being used as a den, as a room other than a bed-
room, while the other reports it as a second bedroom),
data entry error, or another reason, different numbers of
rooms or bedrooms are reported for the same household
within or across interviews. Also, some of the informa-
tion is missing due to nonresponse or some other reason.
But assuming that these factors are random each year, the
data obtained provide useful information to help measure
changes in numbers of rooms available to young single
adults. Analyzed in this way, the data show that, regard-
less of household composition—at least, whether one or
more than one person lives in the household—the num-
ber of rooms per capita has increased over time. Although
the increases are small, they are statistically significant in
most cases. Especially because more young singles are the
sole occupants of their households, it is more difficult to
argue that the increased expenditures for housing noted
at the consumer-unit level clearly indicate a diminution
of well-being. Those who are the sole occupants of their
households may value privacy enough to pay the extra
dollars, and if they can afford to do so in larger numbers
in the later period than in the earlier period, then they
are arguably better off in the later period, or at least any
diminution in well-being due to higher housing prices is
offset at least partially by an increase in privacy or in the



LEL Ml Housing attributes of young singles, households including at least one young single person, 1984-85 and 2004-05

Household includes only young Household includes at least one other
Characteristic single person person
1984-85 2004-05 t-statistic’ 1984-85 2004-05 t-statistic’

Sample size 1,252 1,401 701 410
Percent of households

with at least one young

single person 64.1 774 8.91 359 22.6 -8.91
Percent owners 10.5 21.1 7.42 (@] ®
Per capita number of: 3

Rooms, other than bedrooms....... 3.7 3.9 4.62 2.0 2.0 1.68

Bedrooms 1.4 1.7 8.31 9 1.1 5.99

Bathrooms 1.1 1.2 10.96 5 .6 4.64

Half baths A 1 3.44 (% 1 1.60

' Based on test of proportions, where percentages are compared, and
difference in means, where number of rooms are compared. (See “Measur-
ing statistical significance: types and computations of t-statistics,” in the
appendix, pp. 43-44 (especially p. 44), for details.)

2 Results are not computed for multiple-member households. The problem
is that, within the household, there can be a mix of owners and renters. For exam-
ple, the homeowner may rent a room or part of the house to at least one young
single person. In addition, in this case the consumer unit that owns the home
may be of any composition. That is, the owner may be a young, single person, as
defined throughout this study, or may be of a different age or marital status.

3These households include at least one young single person as defined
in this study who constitutes a unique consumer unit within the house-

hold. However, the remaining members may constitute any number of
consumer units from one to the number of other members of the house-
hold. For example, if a husband and wife with two children renta room to a
young single, the household size is five, but the number of consumer units
is two. In this case, the per-capita number of rooms is still computed to
be the number of rooms in the household divided by the household size,
whether or not the renter has full use of other rooms in the house.

4 Less than .05.
Note: Values presented are for the sample and are not weighted to

reflect the population. Weights computed in the survey are designed for
use with consumer units, not households.

number of bedrooms and bathrooms per capita.

In contrast to housing expenditures, which are neces-
sary for at least a minimal level of economic well-being,
travel expenditures are purely discretionary for most con-
sumers. Therefore, an increase in the frequency of pur-
chasing goods or services related to travel or in dollars
allocated toward trips presumably indicates an increase
in economic well-being. However, for young singles, the
share of total outlays allocated to travel has fallen substan-
tially, from 5 percent to 3 percent. At the same time, the
percentage of respondents reporting travel expenditures
has decreased sharply, from more than half (53 percent) to
more than one-third (35 percent). The percentage report-
ing many of the components of travel expenditures (such
as food, lodging, transportation, and entertainment on
trips) also has declined. Therefore, the drop in share is not
the result of decreased prices, nor is it likely that members
of this group are making different lodging arrangements
than before (for example, staying with friends or relatives
instead of in hotels). Young singles simply appear to be
traveling less. However, they are not unique in this regard:
The percentage reporting travel expenditures (including
the components previously described) has decreased for
all other consumer units as well during the period exam-

ined. (See chart 1.) Accordingly, rather than decreased
prices, increased prices may play a role.’* In addition,
these changes in travel expenditures may be explicable by
changes in technology. For example, the percentage re-
porting travel expenditures decreased as e-mail, cellular
telephones, and instant messaging became more available.
Therefore, consumers in general (and young singles spe-
cifically) may be substituting new forms of communica-
tion for travel, which would indicate an increase in their
economic well-being. That is, young singles in the later
period enjoy choices not available to those in the earlier
period.* However, there is still no perfect substitute for
the personal visit. From this perspective, the availability
of new technology mitigates the decrease in well-being
resulting from less frequent travel, whatever its cause (for
example, increased prices), but does not necessarily negate
(or outweigh) the decrease entirely.

Of particular interest is the change in shares for edu-
cational expenses, which nearly doubled over the period
examined. This change is challenging to interpret. The
proportion of young single adults enrolled in college full
time rose sharply—from just above one-fourth (26 per-
cent) to more than one-third (36 percent); the propor-
tion of part-time students remained unchanged at about
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7 percent, while the proportion not enrolled (including
those not eligible) declined almost 11 percentage points.
(See table 1.) However, those reporting educational ex-
penditures actually dropped slightly—from 26 percent to
24 percent. Of course, not all of the expenditures included
in the CE definition of educational expenditures are for
college tuition; however, the tuition expenditure accounts
for a substantial portion.*’ Although many of these stu-
dents may be receiving scholarships, participating in de-
terred payment plans, or working for payment of tuition
instead of working for other pay, or may be children of
parents who pay their tuition directly to the school, it
is likely that those who do make payments were paying
much more for their education in 2004-05 than those
who did in 198485, even after adjustment for general
price changes. In support of this claim, recall the increase
in college tuition and fees described earlier. The fact that
more young adults are attending college either because of
a greater opportunity to do so or because of the chang-
ing nature of the general economy probably reflects an
improvement in economic well-being. However, the fact
that the price of going to college has escalated so much
means that the expected gains from a college education
would have to rise substantially for current students to
“break even”’ with their older counterparts.*
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Demographic differences among young singles

So far, the analyses presented have focused on young sin-
gle adults as a group. However, as noted earlier, there are
demographic differences within this segment of the pop-
ulation that either may account for changes in the group
overall or may be obscured when the group is examined
as a whole. For example, an increase in total outlays may
be observed because one group has “caught up” to another
or because both subgroups have experienced an increase
in total outlays but one group has experienced a larger
increase than the other. To examine these outcomes, total
outlays for selected demographic groups within the young
singles sample are compared.

Table 4 shows that, consistent with the larger population
of young single adults, no subgroup tested experienced a
statistically significant change (increase or decrease) in real
total outlays. However, within each subgroup, substantial
differences appear in each period observed. For example,
total outlays for single men substantially exceed total out-
lays for single women in each period. Although the gap
is larger in 1984-85 (18.5 percent) than in 2004-05 (12.6
percent), the decrease is due to a decrease in total outlays
for men, rather than an increase in outlays for women.
Nevertheless, the decrease is not statistically significant and



Real total outlays, by demographic group, 1984-85 and 2004-05

t-statistic
Real Real Percent (change
Demographic characteristic total Standard total Standard c‘hange in mean
outlays, error outlays, error in real of real
1984-85 2004-05 total total
outlays outlays)
All young single adults...........ccoceeeens $23,866 663.03 $22,744 531.85 -4.7 -1.32
Men 25,585 844.92 23,838 722.68 -6.8 -1.57
Women 21,536 717.51 21,151 637.39 -1.8 -40
Non-Hispanic:
White 24,122 557.19 22,977 638.19 -4.7 -1.35
Black 23416 1,975.59 21,644 1,456.91 -7.6 -.72
Hispanic 18,508 4,047.05 21,585 1,400.21 16.6 72
High school or 15s........ovceecrmeeeevrnenns 21,617 1,126.33 19,316 877.42 -10.6 -1.61
Some college 21,283 808.08 19,846 765.83 -6.8 -1.29
College graduate ......cccneeeeeesesenens 28,685 1,209.18 27,962 848.94 -25 -49

therefore reveals nothing about the change in relative well-
being between young single men and women in this study.

Similarly, Hispanics appear to have the smallest total
outlays, on average, in each period, but regardless of the
interval studied, the difference in average total outlays is
not statistically significant when Hispanics are compared
with either group of non-Hispanics. The results—both
within 1984-85 and across the time span examined—are
more difficult to interpret, though, because of the rela-
tively large variance of total outlays for Hispanics in the
earlier period. At the same time, for non-Hispanics, the
gap in real total outlays between Whites and Blacks near-
ly doubled from 1984-85 ($706) to 2004-05 ($1,333).
In this case, both groups experienced decreases in aver-
age real total outlays, but the decrease for young Black
singles ($1,772) was larger than the decrease for young
White singles ($1,145). Nonetheless, neither the differ-
ence within, nor the difference across, periods was statisti-
cally significant for either of these groups.

By contrast, there are clear differences by education
level: Those with a college degree have significantly—in
both economic and statistical terms—higher total outlays
in each period than those who have not earned a college
degree. However, there are no statistically significant dif-
terences between the two groups of non-college graduates
(that is, those with a high school diploma or less and those
who attended, but did not graduate from, college).

Regression analysis. In the previous analysis, total outlays
are compared for selected subgroups of young single adults,
such as men and women. However, such comparisons are
limited in usefulness, because it is not clear whether the

total difference in real total outlays, if any, is explained
simply by dividing the group into parts for comparison or
whether other characteristics within the subgroup differ
and it is the differences in these other characteristics that
explain the differences in total outlays. For example, single
men report larger real total outlays in each year than single
women. But is the difference in a person’s sex the reason
for the difference in outlays, or are single men different
from single women in other ways, such as educational at-
tainment or working status, that also may explain differ-
ences in real total outlays? And if the latter is true, then to
what extent, if any, does a person’s sex explain differences
in real total outlays? To investigate these issues, regression
analysis is used to identify how specific characteristics are
related to total outlays, cezeris paribus (“all else equal”™—that
is, when all other characteristics are held constant).

The specific method used in this analysis is called zwo-
stage least squares. In the first stage, income data from se-
lected young singles are regressed on independent variables
and the results obtained are used to predict income for all
young singles in the sample during each period. Then, in the
second stage, this new variable is used as an independent
variable to estimate total outlays. Reasons for using the two-
stage least squares method, as well as a detailed description
of the procedure—especially the first stage—are given in
“Regression technique: omitted-variable bias and two-stage
least squares,” in the appendix, pp. 44—49.

Independent variables and control group.  Regression anal-
ysis allows the researcher to identify whether differences
in real total outlays still are expected to be observed when
men and women of the same educational attainment,
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working status, age, income, and other characteristics are
compared. Generally, one set of variables is selected to
represent the characteristics of a “typical” member of the
group under study, and all others are compared with that
“individual.”This reference group is often called the contro/
group. In the case of binary outcomes (for instance, male
or female), the characteristic describing the larger portion
of the population is usually selected as the control group
characteristic. When more than two outcomes are pos-
sible (as in, say, region of residence), the characteristic rep-
resenting the largest segment of the population is selected.
For example, in 1984-85, 17 percent of the sample resided
in the Northeast, 25 percent resided in the Midwest, 27
percent resided in the South, and 32 percent resided in the
West. Similar percentages hold for the 2004-05 sample.
(See table 5.) Therefore, residence in the West is chosen as
a characteristic for the control group.

In addition to being regressed against region of resi-

dence, total outlays are regressed against several other
characteristics, including age (21 to 24 years or 25 to 29
years); educational attainment (high school or less; some
college; college graduate, with or without attending gradu-
ate school); student status (working and enrolled full time
or part time; or not working, but either currently enrolled
or reported “going to school” as the reason for not working
during the past year); sex; ethnicity and race (Hispanic;
Black, not Hispanic; or White and other, not Hispanic);
working status (full time, full year; part time, full year; full
time, part year; part time, part year; or not working dur-
ing the past year for reason other than “going to school”);
occupational status (self-employed; or working for a wage
or a salary in a position as a manager or professional,
technical worker or salesperson, service worker, construc-
tion worker, or operator); housing tenure (homeowner or
renter); degree of urbanization of area of residence (urban
or rural area); number of automobiles owned; number of

LMl Characteristics of young single adults, unweighted, as used in regressions
[In percent]
Characteristic 1984-85 2004-05 Characteristic 1984-85 2004-05

Age: Occupational status—Continued:

21 to 24 years 51.3 54.4 Working for wage or salary ..
25 to 29 years 48.7 45.6 Technical or sales position 34.5 47.6
Manager or professional 27.7 21.0

Educational attainment: Service Wgrker ..... 14.7 12.8
High school diploma or less .... 26.7 18.2 Construction worker... 6.2 5.1
Attended college........ 39.5 46.2 Operator or laborer 124 10.1
College graduate 338 356 .

Housing tenure:

College enrollment status: Renter 919 850
Not in school 67.6 56.0 Homeowner 8.1 150
In school . . .

Full time and working ... 20.8 29.0 Re,\?cl)(::h(;;;?ldence' 166 15.4
Part time and working ... 7.8 74 Midwest 24'5 28.1
Not working 3.8 7.6 South 27'3 27'9
West 31.6 28.6
Sex:
Male 263 >8.2 Degree of urbanization:
Female 43.7 41.8 Urban 955 968

Race and ethnicity: Rural 45 3.2

\é\|/h|tke, nc;tl_l;!lspamc.... 83? 8;2 Sources of income received:
H.ac » notHispanic. 3'3 7'6 Interest, dividends, rental or
Ispanic : : other property iNnCOME ........coeeeeeennee 371 219
. . Unemployment and workers’

Working st?tus. , compensation, veterans’ benefits. 6.0 1.8
Full time," full year 517 49.4 Public assistance, supplemental
Part time, full year... 7.6 104 security income, food stamps........ 6.4 1.7
Full time, part year 239 16.5 Regular contributions of support..... 2.9 13.8
Part time, part year 11.6 14.8 Other income 38 6.5
Not working, not in school 1.4 1.3

) Average number of vehicles:

Occupational status: Automobiles and trucks.... 8 6
Self-employed ......ccvvvecvsssrirnnnnns 3.0 1.9 Other vehicles 3 3

' At least 35 hours per week worked. 2 At least 50 weeks per year worked.
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other vehicles owned; and predicted current income.®
Also, a binary variable indicating that the young adult was
interviewed in 2004-05 is included. This last variable is
interacted with (that is, multiplied by) the other variables
(“main effect” variables) just listed, in order to ascertain
whether the relationship between characteristics and total
outlays has changed over time. The control group consists
of persons interviewed in 1984—85 who were 21 to 24 years
old; had attended college, but were not college graduates;
were working full time, full year in a technical or sales posi-
tion and were not currently enrolled in school; were renters
living in urban areas of the West; and did not own any
automobiles or other vehicles.*

Box-Cox transformation. When data are not normally
distributed, they may exhibit heteroscedasticity,a condition
in which the regression error is not constant and standard
errors associated with parameter estimates may be biased.
However, if the underlying distribution is known, it is
possible to transform the variable so that it is—or at least
approaches being—normally distributed. For example, if
the data are lognormally distributed, then regressing the
logarithm of the dependent variable on characteristics
should result in unbiased ordinary least squares estimators.
At each stage of the analysis, a program was run to find
the appropriate Box-Cox transformation of the dependent
variable. (See “Box-Cox transformations,”in the appendix,
p. 43, for details.) In the second stage, the parameter of
transformation, A, was found to be 1/4, indicating that the
fourth root was an appropriate transformation of the data.
(That is, before regressing, the square root of the square
root of observation of total outlays was obtained, and it is
this fourth root that is used in the regression.) In the first
stage, A was found to be 3/8.

When A is found to be either zero or unity, the regres-
sion results have appealing attributes, in that the parameter
estimates are easily interpreted. (See “Box-Cox transforma-
tions,” in the appendix, p. 43.) Even so, in the regression
performed, the value for A for both total outlays and income
is positive, but less than unity. Therefore, the coeflicients of
the independent variables do not have any intuitively ap-
pealing interpretation. However, in this study, the object
is not necessarily to identify how much permanent income
(for which total outlays is a proxy in the second stage of
the regression) has changed for a particular subgroup, but
rather to determine whether it has changed at all and, if so,
in what direction (increased or decreased). Fortunately, the
parameter estimates are easy to interpret in this way. For
example, a positive, statistically significant coefficient for a
main effect in the second stage indicates that, in 1984-85,

the main-effect group had higher predicted total outlays
than otherwise similar members of the control group. Then,
to find out whether changes occurred over time, additional
variables are included in which the main-effect variables
are interacted with a binary variable indicating the year the
interview took place. (See “Regression results,” to follow.)

Weighting. Finally, the regressions are not weighted to re-
flect the population. The weighting structure in place when
the 1984-85 data were collected had changed substantially
by 2004-05.* Thus, separate regressions would have had to
be run to obtain weighted results from 1984-85 and 2004~
05. However, in that case, the standard errors of the param-
eter estimates would be different from what they are when
the regression analysis is performed jointly in one model.
Therefore, to be able to compare results, the data are pooled
and the regressions for each stage are run unweighted.

Regression results. In considering changes over time in pre-
dicted real total outlays, it is useful to describe the outcome
for the control group first. The key parameter estimates to
consider are those for the intercept, the binary variable in-
dicating the year the interview took place (with a value of 1
for 2004—05 and 0 for 1984-85), and the main and interac-
tion terms for predicted transformed income. If the regres-
sion had been linear (that is, if no Box-Cox transformation
had been performed), the coefficient of the intercept would
represent a baseline value for outlays and the coefhicient of
income would describe the rate at which outlays are pre-
dicted to increase with income, a relationship known as the
marginal propensity to consume. For example, if the coefficient
of the intercept was $1,000 and the coefficient of income
was 0.75, this would indicate that young single adults were
predicted to spend a baseline value of $1,000, plus 75 cents
of every dollar of income received. (That is, the marginal
propensity to consume would be 0.75.) The coefficient of
the binary variable indicating the year the interview took
place would indicate whether there had been an increase
(if it were positive and statistically significant) or decrease
(if negative and statistically significant) over time in base-
line predicted real outlays. The coefficient of the interaction
term for income would indicate whether the marginal pro-
pensity to consume had increased or decreased over time
(again, depending on the level of statistical significance).
Although the Box-Cox transformation eliminates the pos-
sibility of directly interpreting the coefficients in this way,
the actual strategy used in interpreting them is similar. In
this case, the coeflicients for the intercept and income are
both highly significant statistically. However, neither the
coefficient of the binary variable indicating the year the in-
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terview took place nor the coefhicient of the interaction of
this binary variable with income is statistically significant.
Therefore, there is no evidence to support the hypothesis
that there has been a change in real total outlays over time
for the control group. Nevertheless, it is interesting to note
that the coefficient of the binary variable is negative, a find-
ing that is consistent with the earlier one that real total out-
lays declined (by almost 5 percent) for all young singles, but
that the decrease was not statistically significant.

Some of the remaining results of the regression analy-
sis are consistent with a priori expectations. For example,
in each year, real total outlays increase with the num-
ber of automobiles and other vehicles owned. Even for
vehicles that are not used frequently, one would expect
their owners to incur other expenses, such as insurance,
maintenance, and, in many cases, loan repayments, that a
nonowner would not incur. In addition, there appears to
be a relationship between educational attainment and real
total outlays. The coefficient of “high school diploma or
less” is negative, indicating that in 1984-85 members of
this group had lower real total outlays than similar mem-
bers of the control group (that is, those with some college
experience), while the coeflicient of “college graduate”
is positive, indicating that in 1984-85 members of this
group had higher real total outlays than similar members
of the control group. However, each of these coefficients is
statistically significant only at the 90-percent confidence
level. For 2004-05, both coefficients are positive, but nei-
ther is statistically significant. Had they been, the positive
coefficient would indicate that the positive difference in
outlays between college graduates and those who attend-
ed college but did not graduate is even larger in 2004-05
than in 1984-85. For those with no college experience,
the positive coefficient, which is larger in magnitude than
the negative coeflicient for the main effect, would indicate
that those with lower levels of education in 200405 now
have real outlays similar to those with at least some college
experience. However, because neither of these coefficients
is statistically significant, they offer no clear evidence of
a change over time in the relationship between real total
outlays and educational attainment.

At least one other set of parameter estimates is also
worth noting: first, the parameter estimate for Hispanics
shows that real total outlays for that group were signifi-
cantly less than those for non-Hispanics in 1984-85; sec-
ond, the parameter estimate for 2004-05, while positive, is
not statistically significant. Therefore, it cannot be stated
with certainty that young single Hispanic adults have seen
their real total outlays increase over time. At the same time,
however, an F-test shows that, although negative (-0.120),
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the sum of the parameter estimates for the main effect
and its interaction term for Hispanics is not significantly
different from zero,* indicating that real total outlays for
Hispanic young singles are not necessarily lower than those
tor non-Hispanics, ceferis paribus. In other words, there is
strong support (due to statistical significance) for the hy-
pothesis that Hispanic young adults had lower real total
outlays in 1984-85 than non-Hispanics (due to the nega-
tive coeflicient). The evidence is less strong in 2004-05.
(The sum of the coeflicients is still negative, but not statis-
tically significant.) Nevertheless, because the coefficient of
the interaction term is not statistically significant, it cannot
be stated with confidence that an increase has taken place,
because any evidence of increase may be due to variabil-
ity in the data. Some of this variability may be due to the
changing composition of the Hispanic population in the
United States over time;* however, a definitive answer
requires further investigation. At any rate, although the
evidence to suggest that Hispanic young adults in the later
period are better off than they were in the earlier period is
not conclusive, there is no evidence that they are worse off,
on the basis of these results.

Of the remaining parameter estimates, only a few are
statistically significant in either period. This finding in it-
self is worth noting, because it means that even though
there are differences when averages of real total outlays
are compared for difterent groups, the differences are ob-
served for reasons other than inherent differences in the
groups compared. For example, as described earlier, single
women have substantially smaller real total outlays, on av-
erage, than do single men in each year. This finding is dif-
ficult to explain in some ways, because single women have
many characteristics that are associated with larger total
outlays. For example, more young single women gradu-
ated from college in each period than did young single
men (38 percent, compared with 31 percent, in 1984-85;
40 percent, compared with 34 percent, in 2004-05), and
more own at least one automobile (69 percent, as opposed
to 63 percent, in 1984-85; 55 percent, as opposed to 47
percent, in 2004-05). However, for those who reported
values for all sources of income that they reported receiv-
ing, single women reported substantially lower incomes
before taxes—about 20 percent less than men in each pe-
riod. The regression results indicate that the differences
observed in real total outlays for single men and for single
women within each year are presumably due to these
other differences in demographic characteristics, rather
than to inherent differences (such as tastes or preferences)
between single men and single women. In addition, the
fact that few parameter estimates change in a statistically



significant way over time supports the hypothesis that,
although young single adults in the later period may not
be better off than those in the earlier period, they do not
appear to be any worse off, at least when real total outlays
are used as a measure of well-being.*

BOTH DEMOGRAPHIC AND SPENDING PATTERNS
changed for young, never-married adults from 1984-85 to
2004-05. Whether these changes indicate an increase or
decrease in economic status is unclear. By some measures,
such as the rate of economic growth and unemployment
rates, the more recent group is at least as well off—if not
better oft—than the earlier group. The more recent group
also enjoys higher educational attainment and higher
rates of homeownership, both of which are generally con-
sidered positive attributes.

However, other results indicate that there has been little
discernible change over time. When average real total out-
lays for subgroups of young single adults, such as men and
women, are compared, differences across groups within
each period are apparent, but changes within groups across
time are not generally observed. These findings are con-
firmed with regression analysis, which estimates changes
in real total outlays over time when demographic differ-
ences are held constant. Although it may be interesting
to perform Engel or some other, similar analysis on the
demographic subgroups, this task is left for future work.

Finally, the evidence that young singles are worse off
today is inconclusive. For example, young singles expe-
rienced a decrease in real total outlays from 1984-85 to
2004-05, while other singles experienced an increase
during that time. However, neither change was statisti-

Notes

cally significant. In addition, young singles today allocate
smaller shares of total outlays to food away from home
and to travel, and larger shares to food at home and to
housing. Each of these changes would appear to indicate
a diminution in economic well-being, yet they are con-
sistent with increased economic well-being as described
earlier: the increased share for food at home may be due
to the greater availability of convenience foods, allow-
ing young singles to save time and money by “stocking
up” rather than frequenting restaurants; and the housing
share may have increased because more young singles are
living alone, presumably by choice, and also because they
are more likely to be homeowners.

Taken together, the results described in this study do
not indicate that young singles were clearly better off in
the second period than the first, a finding that is consist-
ent with the belief among young adults that it is harder
for them to gain economically than it was for their par-
ents.* Still, the results do not provide strong evidence
that young singles are worse off than their predecessors, as
has been found in previous work.”® Given that previous
work compared young adults in the mid-1990s with those
in the mid-1980s and found a decrease in economic well-
being, the current results may indicate that the fortunes of
young adults are improving after a period of decline. This
finding suggests that future work examining trends in
outlays and other measures of well-being for young adults
would be useful in order to provide a fuller perspective on
what changes have occurred and when they did so. In the
meantime, it is valuable to continue to monitor expendi-
ture patterns for young singles to better understand the
challenges they face and how such challenges may affect
them and others in the future. O

! According to data from the 1998 Current Population Survey (CPS), 36 per-
cent of 21-year-olds reported graduating from high school as the highest level
of education attained, while 7 percent reported completing an associate’s degree
or higher. Eight years later, in 2006, the CPS indicated that 28 percent of 29-
year-olds reported graduating from high school as the highest level of education
attained, while 41 percent reported completing an associate’s degree or higher
level of education. In comparison, that same year, 31 percent of 21-year-olds
reported graduating from high school as the highest level of education attained,
while 9 percent reported completing an associate’s degree or higher level of
education. (See “Table 2. Educational Attainment of the Population 15 Years
and Over, by Single Years of Age, Sex, Race, and Hispanic Origin: 2006,” on
the Internet at www.census.gov/population/socdemo/education/cps2006/
tab02-01.xlIs (visited May 20, 2008); and “Table 2. Educational Attainment of
Persons 15 Years Old and Over, By Single Year of Age, Sex, Race, and Hispanic

Origin: March 1998,” from “Educational Attainment in the United States:
March 1998 (Update)” (U.S. Census Bureau, report P20-513, issued October
1998), on the Internet at www.census.gov/prod/3/98pubs/p20-513u.pdf (vis-
ited May 20, 2008). Note that 2006 is the last year for which tables showing
educational attainment by exact age were produced.)

? For an example of these changing beliefs, see Melinda Crowley, “Generation
X Speaks Out on Civic Engagement and the Decennial Census: An Ethnographic
Approach,” Census 2000 Ethnographic Study, June 17, 2003, especially page 2, on
the Internet at www.census.gov/pred/www/rpts/Generation%20X%20Final%
20Report.pdf (visited Sept. 26, 2007). For an example of the changing economic
status of young single adults, see Geoftrey Paulin and Brian Riordon, “Making it on
their own: the baby boom meets Generation X,” Monthly Labor Review, February
1998, pp. 10-21; on the Internet at www.bls.gov/opub/mlr/1998/02/art2full.pdf.

Monthly Labor Review « December 2008 35



Expenditures of Young Singles

* For additional information, see BLS Handbook of Methods (Bureau of La-
bor Statistics, April 2007), Chapter 16, “Consumer Expenditures and Income,”
especially pp. 2-3; on the Internet at www.bls.gov/opub/hom/pdf/homch16.
pdf (visited Apr. 10,2008).

4 Ibid,, p. 5.

5 See “BLS Information: Glossary,” on the Internet at www.bls.gov/bls/glos-
sary.htm#E, or “Consumer Expenditure Survey: Glossary,” on the Internet at
www.bls.gov/cex/csxgloss.htmi#expn, both visited Jan. 30, 2007.

¢ Ibid. See also “2004 Consumer Expenditure Interview Survey Public Use
Microdata Documentation,” Oct. 18, 2006, p. 103, on the Internet at www.bls.
gov/cex/2004/cex/csxintvw.pdf (visited Sept. 8,2008).

7 In addition to automobiles, major items include other vehicles used pri-
marily for transportation (for example, trucks, vans, and motorcycles) or en-
tertainment and recreation (such as boats and campers). For other items (for
instance, apparel) that have been financed by other means (say, by credit card),
the expenditures approach applies. That is, the full purchase price is recorded in
the reference period during which the purchase was made, even if the balance is
not paid immediately. Payments for interest accruing to the balance also are col-
lected during each interview, but the proportion of the total interest accruing to
any particular purchase (apparel in the present example) that is included in the
total balance, which may also include amounts from other purchases in addition
to the amount for the particular purchase, is neither collected nor estimated.

# This criterion applies to @/ mortgage principal payments, whether for the
home of residence, a vacation home, or some other property. However, regard-
less of the kind of computation—of expenditures or outlays—mortgage interest,
but not the full purchase price, paid for the owned home is included. Neverthe-
less, information on “purchase price of property (owned home)”is collected, and
is included as a component of “net change in total assets” in published tables.

* However, actual values for assets and liabilities are not examined here. (See
section titled “Limitations of the Data” for more information.)

10 Excluded from the analysis are cases in which two or more single, never-
married adults who share living quarters are either financially interdependent or
sharing responsibility for major expenses (or both). By definition, these consum-
er units consist of at least two members who may be described either as “unre-
lated persons” (1984-85 and 2004-05) or “unmarried partners”(2004-05), unless
they are related by blood or some legal arrangement. Such consumer units are in
contrast to single, never-married persons who share living quarters, but who are
financially independent and who do not share responsibility for more than one
major expense. These consumer units constitute single-member consumer units
within the same housing unit. (For more information, see the definition of “con-
sumer unit”in “2004 Public Use Microdata Documentation,” p. 299.)

1 Publications of the 2005 CE data use information from consumer units
that were selected for interview under a sample design different from that of
consumer units selected for interview in 2004. For technical reasons, only con-
sumer units participating from February through December 2005 were eligible
to be selected for interview under the new sample design. Therefore, only infor-
mation from these consumer units is used in this article when results from 2005
are described. To ensure a proper computation of population counts, the weight
of each consumer unit interviewed in 2005 is multiplied by 12/11 before any
additional computation is performed. The reason is that 11 months of sample
are used to represent 12 months of population. This adjustment does not af-
fect the means or variances of outlays or other characteristics that would have
been obtained from the sample of interviews occurring in 2005 and that are
used in this study had the adjustment not been made. However, it corrects the
population counts, thereby changing the weight of the 2005 interviews in the
total sample (that is, interviews occurring in 2004 and 2005) when the means
and variances for the 2-year period are computed. For interviews occurring in
2004, no additional adjustment is necessary. Although the sample design used
to select consumer units for interview in 2004 is different from the one used
in 2005, the same design is used consistently from January through December
2004. Therefore, no adjustment to weights is necessary for consumer units in-
terviewed anytime during that period.

12 Paulin and Riordon, “Making it on their own,” pp. 16, 18.
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13 In 2004, school loans began to be cited as an example when the respondent
is asked to report the amount owed for “other credit, such as school loans, personal
loans or loans from retirement plans.” (See “Consumer Expenditure Survey: Section
21, Part A.1—Credit Liability—Credit Balances—Second Quarter Only” (Bureau
of Labor Statistics, Nov. 20, 2005), on the Internet at www.bls.gov/cex/capi/2004/
csxsection21al.htm (visited Apr. 9,2008).) Nevertheless, the proportion of the to-
tal amount owed for any of these types of credit separately is neither collected nor
estimated.

14 See “Consumer Expenditure Survey: Frequently Asked Questions (FAQ’s)”
(Bureau of Labor Statistics, Mar. 4,2008), on the Internet at www.bls.gov/cex/
csxfaqs.htm#q8 (visited Mar. 25, 2008).

1 Like asset and liability data, income data are collected less frequently than
expenditure data. However, in contrast to asset and liability data, income data
are collected not only during the fifth interview, but also during the second
interview (or during the earliest interview, in the event that either no respond-
ent was available in time to complete the second interview or the consumer
unit originally at the address visited has been replaced by a new consumer unit).
Income information from the second (or the earliest) interview is then carried
forward to subsequent interviews until it is replaced with information collected
during the fifth interview. However, values for assets and liabilities are con-
sidered validly blank for records pertaining to all but the fifth interview; that
is, no attempt is made to carry the information backward to records pertain-
ing to earlier interviews. Therefore, although information on income is at least
potentially available for each consumer unit in the sample, regardless of which
particular interview is under consideration (even for those who participate only
once), information on assets and liabilities is available only for consumer units
participating in the fifth interview, thus limiting its contribution to the analyses
conducted herein.

!¢ Indeed, the following tabulation from the U.S. Census Bureau shows that
the median age at first marriage has risen by about 2 years from 1984-85 to
2004-05 for both men (25 to 27 years) and women (23 to 25 years):

Year Men Women
25.4 23.0
25.5 23.3
27.4 253
27.1 25.3

(Source: Table MS-2, “Estimated Median Age at First Marriage, by Sex:
1890 to the Present” (U.S. Census Bureau, Mar. 27, 2007), on the Internet at
www.census.gov/population/socdemo/hh-fam/ms2.xls  (visited May 21,
2008.).)

7 In the 1984-85 data, educational attainment is described by the highest
grade attended and whether or not that grade was completed. For the data from
this period, college graduates are defined as those who reported completing
the fourth year of college or its equivalent and those who reported attending at
least 1 year of graduate school. Those who reported attending, but not complet-
ing, 4 years of college are defined as having attended college, as are those who
reported attending for 1 to 3 years, even if they reported completing the final
year they attended. In the 2004-05 data, educational attainment is described
by degree received, including associate’s degree (occupational/vocational or
academic), bachelor’s degree, master’s degree, professional school degree, and
doctoral degree. For consistency with the 1984-85 data, those who reported
receiving a bachelor’s degree or higher are defined as college graduates in the
2004-05 data. In addition, those who reported receiving an associate’s degree, or
attending college but not receiving any degree, are defined in the 2004-05 data
as having attended college.

18 Data from the CPS also show increased levels of educational attainment
for young adults. In 1985, 41.4 percent of those aged 20 to 24 years and 43.7
percent of those aged 25 to 29 years had completed at least 1 year of college. In
2005, 55.3 percent of those aged 20 to 24 years and 56.8 percent of those aged
25 to 29 years had completed at least some college. Note that CPS data under-
went a change in the definition of educational attainment similar to the change
undergone by CE data. In 1985, data are shown by highest level of grade or year
of school completed. In 2005, for those who attended college, data are shown
for some college but no degree, and for degree received: associate’s degree, oc-



cupational/vocational or academic degree, bachelor’s degree, master’s degree,
professional school degree, and doctoral degree. (Sources of data are as follows:
“Educational Attainment in the United States: March 1982 to 1985 (P20-415)
Issued November 1987: Table 2, Years of School Completed by Persons 15
Years Old and Over, by Single Years of Age, Sex, Race, and Spanish Origin:
March 1985” (U.S. Census Bureau, November 1987), on the Internet at www.
census.gov/population/socdemo/education/p20-415/tab-02.pdf (visited May
20, 2008); Table 1, “Educational Attainment of the Population 15 Years and
Opver, by Age, Sex, Race, and Hispanic Origin: 2005” (U.S. Census Bureau, Oct.
26,2006), on the Internet at www.census.gov/population/socdemo/education/
¢ps2005/tab01-01.xls (visited May 20, 2008).

¥ Although not measuring an identical sample, data from the National
Center for Education Statistics show that college enrollment has increased
over time for students graduating from high school. In 1984, 55.2 percent of
high school completers were enrolled in college in the October immediately
following high school completion. By 2005, the figure had increased to 68.6
percent. Note that these data do not separate enrollment rates for full- and
part-time students, nor do they take age into account—presumably, most high
school completers in this group are younger than 21, and some are older than
29. Nevertheless, these data are consistent with the findings presented in table
1, namely, that college enrollment has increased for young adults over time.
(Source of data is “Student Effort and Educational Progress, Table 25-1, Per-
centage of high school completers who were enrolled in college the October
immediately following high school completion, by family income and race/eth-
nicity: 1972-2005” (National Center for Education Statistics, 2006), on the
Internet at nces.ed.gov/programs/coe/2007/section3/table.asp?tablelD=702
(visited May 21, 2008).)

20 Data are from tables that were created with online tools (“Create Customized
Tables”), on the Internet at www.bls.gov/cpi/home.htm (visited Dec. 5,2006). Data
are for “All Urban Consumers (Current Series)” and are not seasonally adjusted.

2 See “Echoboomerang—number of adult children moving back home—
Statistical Data Included,” American Demographics, June 1,2001, on the Internet
at www.findarticles.com/p/articles/mi_m4021/is_2001_June_1/ai_76579415
(visited July 17,2007).

22 The reference person is the first person mentioned when the respondent
in the survey is asked to identify the person who is responsible for owning or
renting the home.

% Data from the U.S. Census Bureau are consistent with these findings.
Specifically, one Census Bureau table shows separately the percentages of men
and women 18 to 24 years old, presumably of any marital status, who are clas-
sified as “child of householder” in various years. For women aged 18 to 24 years,
there is not much change between 1984 (47 percent) and 2005 (46 percent).
However, men in that age group exhibit a decline from 62 percent to 53 percent.
'The reason for this decline is not clear. One possibility is that young men used
to live at home during their college years and then moved out after graduation,
whereas now they move to campus for their college years and return home after
graduation. Whatever the cause, a thorough investigation is beyond the scope
of this article. (Sourck: Table CH-1, “Young Adults Living At Home: 1960 to
Present” (U.S. Census Bureau, Mar. 27, 2007), on the Internet at www.census.
gov/population/socdemo/hh-fam/ad1.xls (visited May 21, 2008).)

2 See the Bureau of Economic Analysis (BEA) glossary at bea.gov/bea/
glossary/glossary.cfm?key_word=GDP&letter=G#GDP (visited Jan. 30, 2007).

% Growth rates for real GDP were derived from data listed in the Excel
file titled “Current-dollar and ‘real’ GDP” (Bureau of Economic Analysis, Oct.
31, 2007), on the Internet at bea.gov/national/index.htm#gdp (visited Nov.
8,2007).

% Jhid.

%7 Percentages are derived from Statistical Abstract of the United States: 2007,
126th ed. (U.S. Census Bureau, 2006), table 2, “Population: 1960 to 2005.”

% For definitions of the unemployment rate and the labor force, visit www.

bls.gov/bls/glossary.htm (visited Jan. 30,2007).

2 These data are from computations that were made with annual data ob-
tained with the use of online tools (“Create Customized Tables”) that were
found on the Internet at www.bls.gov/cps/home.htm (visited Jan. 30, 2007).

30 These statistics exclude marginally attached workers—those who are
available and willing to work and who have sought employment in the past 12
months, but not during the past 4 weeks. (For a precise definition of marginally
attached workers, visit the Web site www.bls.gov/bls/glossary.htm#M (visited
Nov. 6,2007).) The statistics also exclude discouraged workers, a subset of mar-
ginally attached workers—namely, those who have looked for work in the past
12 months, but are not currently looking because they believe that there are no
jobs available for which they qualify. (For a precise definition of discouraged
workers, visit the Web site www.bls.gov/bls/glossary.htm#D (visited Nov. 6,
2007).) However, no data on either marginally attached or discouraged workers
were found for any age group prior to 1994 when the BLS Web site (www.bls.
gov/cps/home.htm) was last visited (Nov. 6, 2007).

31 In 1975, the annual unemployment rate for the entire civilian noninsti-
tutional population (that is, a population not limited to young single adults)
peaked at 8.5 percent, the highest annual unemployment rate between 1970 and
1979.1n 1982, the annual unemployment rate reached 9.7 percent. By contrast,
in 1990-91 annual unemployment rose to only 6.8 percent (in 1991), and it
was 4.7 percent in 2001. These figures were obtained with online tools (“Create
Customized Tables”), on the Internet at www.bls.gov/cps/home.htm (visited
July 17,2007).

32This is especially true for the group in the earlier period. Many of those
aged 21 to 29 years in 1984 would have been members of the labor force in
1981. In July 1981, the seasonally adjusted civilian unemployment rate fell to
its lowest point for that year: 7.2 percent. One year later, it reached 9.8 per-
cent. In November and December 1982, it peaked at 10.8 percent. The rate did
not return to its 1981 minimum until almost 3 years later, in June 1984. (See
“Most Requested Statistics: Labor Force Statistics from the Current Population
Survey: Unemployment Rate—Civilian Labor Force—LN$14000000,” on the
Internet at data.bls.gov/cgi-bin/surveymost?ln (Bureau of Labor Statistics,
no date) (visited Nov. 29, 2007).) Although the actual rates are different for
20- to 24-year-olds and 25- to 29-year-olds during these periods, the patterns
they follow are similar to those for the labor force as a whole. (See “Labor
Force Statistics from the Current Population Survey” (Bureau of Labor Sta-
tistics, no date), on the Internet at data.bls.gov/PDQ_/outside.jsp?survey=In
(visited Nov. 29, 2007), accessible by using “One-screen data search” for the
database named “Labor Force Statistics including the National Unemployment
Rate (Current Population Survey—CPs)” at www.bls.gov/cps/home.htm#data
(visited Sept. 18, 2008). Seasonally adjusted rates for the 25- to 29-year-old
group are not available at this link, but unadjusted rates are.) For many of the
younger members of this group (that is, the 20- to 24-year-olds), who, as shown
in the tabulation on this page, have higher unemployment rates than the older
members of the group (that is, the 25- to 29-year-olds), finding a first job was
presumably quite difficult; even for those older members who held jobs prior to
1981, the situation was likely precarious. Undoubtedly, many of them lost jobs
due to the recession or had difficulty changing jobs if they desired to. Those
who were unemployed not only lacked the ability to add to their savings from
the wages or salaries they earned, but also may have had to use their savings to
pay for basic goods and services, such as food and housing. By contrast, during
the analogous timeframe for the second group, the unemployment rate for the
entire civilian labor force was lowest in January and February 2001 (4.2 percent)
and eventually peaked in June 2003 (at 6.3 percent). Although never matching
the 2001 minimum during the second period, the rate declined from March
2004 (5.8 percent) through December 2005 (4.8 percent). Again, these figures
support the hypothesis that young adults in the later period were economically
better off than those in the earlier period both during and immediately prior to
the years under study.

3 Milton Friedman, 4 Theory of the Consumption Function (Princeton, NJ,
Princeton University Press for National Bureau of Economic Research, 1957);
on the Internet at www.nber.org/books/frie57-1 (visited Aug. 6,2008).

3* Starting with the publication of data collected in 2004, multiple imputa-

tion began to be used to fill in blanks for income. It will be interesting to use the
data obtained therefrom for future cross-generational analyses.

% Louis Phlips, Applied Consumption Analysis (Amsterdam, Elsevier Science
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Publishers B.v., rev. ed., 1983; distributed in the U.S. and Canada by Elsevier
Science Publishing Company, Inc., of New York, NY), p. 103.

% To better understand this chain of reasoning, suppose that young singles
purchase only frozen and freeze-dried prepared foods in both periods, while
other consumers purchase different foods. Then adjusting food-at-home
expenditures for young singles will overestimate their real expenditures for
food at home purchased in 1984-85. If the overestimate is large enough, it will
make it appear that young singles had lower expenditures for food at home in
2004-05 than they did in 1984-85. Now, as seen from the values presented in
table 2, real expenditures for food at home decrease for young singles when the
cpI for all food at home is used to adjust these expenditures. But if young single
consumers really did purchase only frozen and freeze-dried prepared foods in
each period, then the $1,241 nominal expenditure shown in that table should
be adjusted to $1,832 [1,241 x (153.2/103.8)].Then, because $1,832 is less than
the value reported in 2004-05 ($1,950), it follows that young singles actually
purchased more food at home in the second period than the first, and they may
have done so because they purchased less food away from home, just as the
hypothesis purports.

37 Because rent includes utilities in some cases, comparing only expenditures
for rent with outlays for a mortgage does not provide an accurate comparison
of basic housing costs.

38'The other person or persons could be roommates, the landlord, or anyone else
not related by blood, marriage, or some other legal arrangement and from whom
the young single is financially independent. If any of these conditions is violated,
the young single would no longer constitute a single-member consumer unit.

% The CPIs for at least three categories of goods and services directly re-
lated to travel are readily available on the Internet (data.bls.gov/PDQ/outside.
jsp?survey=cu (visited Dec. 5, 2007), accessible by using “One-screen data
search” for the database named “All Urban Consumers (Current Series) (Con-
sumer Price Index—CPI)” at www.bls.gov/cpi/home.htm#data (visited Sept.
18, 2008)). In each case, the increase in the CPI for these categories is higher
than the increase in the CPI for all goods and services from 1984 to 2005 (88
percent). The categories are “other lodging away from home, including hotels
and motels” (157 percent); “gasoline (all types)” (99 percent); and “airline fare”
(243 percent). Changes in annual indexes are compared in this case, instead of
changes from January 1984 to December 2005, in order to reduce the effects of
intrayear volatility. Prices for each of these travel expenditure categories presum-
ably vary by season if not by month, so comparing values for different months
across years, rather than comparing average annual values, may either mitigate
or exacerbate differences in price changes computed. In addition, seasonally ad-
justed indexes are not available for airline fares in years prior to 1989.

“ Evidence supporting the hypothesis that consumers substitute new forms
of communication for travel is seen in the CE results. The trend line for the per-
centage of those reporting total travel expenditures is much steeper downward
from 1997 to 2005 than it is from 1984 to 1996, a pivotal year that coincides
with a period of rapid increase in usage of these technologies. For example, the
U.S. Census Bureau reports that in 1997 less than three-eighths (36.6 percent)
of all households owned a computer and that about half of these households
(18.0 percent of all households) had Internet access. By 2003, nearly five-eighths
(61.8 percent) of all households owned a computer and nearly eight-ninths of
these households (54.7 percent of all households) had Internet access. (See Jen-
nifer Cheeseman Day, Alex Janus, and Jessica Davis, “Computer and Internet
Use in the United States: 2003,” Current Population Reports, P23-208, October
2005, pp. 1-14, especially p. 1, on the Internet at www.census.gov/population/
www/socdemo/computer.html, item 1, CPS, October 2003, “Report” (visited

APPENDIX: Notes on methodology

Dec. 5,2007).

1 For all consumer units, college tuition accounted for 58 percent of educa-
tional expenditures in 1984-85 and 64 percent in 2004-05.

2 The increase in education expenditures presumably also affects the alloca-
tion of shares for those who pay them. That is, given the same amount of funds
available for spending, the person who allocates more to education has less to
allocate to food, housing, and all other goods and services. However, separating
out those who make these expenditures from those who do not and comparing
the differences in their share allocations, both within and across various periods,
is beyond the scope of this discussion.

# See “Regression technique: omitted-variable bias and two-stage least
squares,” in the appendix, pp. 4449, for variables used to predict income and
for other details about the first stage of the regression.

#In 1984-85, more than half—almost 59 percent—of young, single adults
who were sampled reported ownership of (exactly) one automobile. However, in
2004-05, the figure dropped to 48 percent, which was equal to the percentage
reporting no automobile owned. For convenience, the control group consists of
those owning no automobiles. In this way, changes in the parameter estimate
for number of automobiles owned need not be taken into account in describing
changes in predicted real outlays over time for the control group.

# The weighting method used in CE publications is balanced repeated replica-
tion, a technique in which means and variances are estimated several times with the
use of weighted half-samples. In 198485, only 20 replicate weights were available
to compute such estimates. By 2004-05, 44 replicate weights were available.

 F-value = 0.74; p-value = 0.3892.

¥ For details, see Geoffrey D. Paulin, “A changing market: expenditures by His-
panic consumers, revisited,” Monthly Labor Review, August 2003, pp. 12-35, espe-
cially pp. 12-16; on the Internet at www.bls.gov/opub/mlr/2003/08/art2full.pdf.

* As mentioned, in this study total outlays are regressed on many character-
istics, including predicted income. Therefore, many variables may lack statisti-
cally significant coefficients because, given the same income, members of the
groups associated with these variables have average outlays that are similar to
those of the control group. However, as with single women, perhaps current
income differs for the groups under study, and this difference, rather than the
demographic differences of interest, influences the outcome for total outlays. In
some cases, in fact, coeflicients used to predict current income are statistically
significant for both the main and interaction effects. For example, the coef-
ficient for single women is negative and statistically significant in the current
income regression. However, the interaction term for women and the variable
indicating interviews that took place in 2004-05 is positive and statistically
significant. The sum of these values (-1.718) is still negative and is statisti-
cally significantly different from zero (F-value = 12.59; p-value = 0.0004). The
positive statistically significant coefficient for the interaction term indicates that
women have experienced increases in predicted income over time. However, the
negative statistically significant sum indicates that women are still predicted to
have lower incomes than single men in the later period, at least for those who
provide values for all sources of income that they reported receiving. (For the
complete set of regression results used to obtain predicted income, see table A-3,
in the appendix, pp. 45—46.)

¥ Crowley, “Generation X Speaks Out,” p. 2; based on interviews conducted
in 2000-01 of young adults born from 1968 to 1979.

50 Paulin and Riordon, “Making it on their own,” especially p. 18.

Accounting for intertemporal changes

Analyzing shares. In analyzing shares, the allocations of total
outlays for two different groups are compared to find out which
group is better off. To understand this idea, consider two single
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persons, each of whom purchases the same amount of food each
week for $20. Suppose the first person has the lower income and
spends $100 per week on all purchases; the second person spends
$200 per week. Then the share of expenditures allocated to food
is 20 percent for the first person, but only 10 percent for the sec-



ond, even though the same amount of food is purchased. Even if
the second person buys more, or higher quality, food for $30, the
share increases only to 15 percent. In each case, the second per-
son has a larger portion of spendable dollars left over to purchase
goods and services other than food than does the first person;
therefore, the second person is considered to be better off.

Although analyzing shares is particularly useful for compar-
ing groups within the same period, there are some caveats to
consider in analyzing changes in shares over time. For example,
important information can be masked by price changes. To see
this effect, consider a person who enjoys apples as an occasional
snack and budgets $10 per month for their purchase. If the price
of apples is $1 per pound, this person can afford 10 pounds
per month. If the price rises to $2 per pound, the person can
afford only 5 pounds per month. If no other prices change, and
the person’s expenditure pattern remains the same in all other
respects, then the share of total outlays allocated to apple pur-
chases remains the same each period, yet the person is enjoying
fewer pounds of apples.

If, then, the change in the price of apples is known, expend-
itures can be adjusted, and it becomes clear that the person is
purchasing fewer pounds of apples. In the current example, the
price of apples has doubled. Therefore, if the person bought the
apples in the first period at the price of the second period, then
the expenditure in the first period would be double the value
observed. (That is, 10 pounds of apples purchased at the price
of the second period would cost $20, not $10.) Because the
price-adjusted outlay for the first period ($20) is larger than
the observed outlay for the second one ($10), it is clear that
the number of pounds of apples purchased has declined in the
second period. This relationship (higher price-adjusted expend-
itures mean a larger quantity purchased) holds even when the
actual number of pounds of apples (or quantity of other goods
and services) purchased is unknown, as it is for the values shown
in table 2 in the text.!

In addition, the allocation of total outlays changes with tastes
and preferences, which in turn can change over time for indi-
viduals or groups. In cases such as these, in which both kinds of
change occur, changes in shares are not so easy to interpret. For
example, as discussed in the text, the share for food away from
home has been decreasing over time, while the share allocated
to food at home has been increasing. Assuming that food away
from home is preferred to food at home, this outcome reflects a
decrease in well-being. However, if young adults in the second
period have a higher preference for education than they did in
the first period, they may forego some of the expenditures for
food away from home in order to purchase education, even if
the costs of education remain stable. In that case, if the increase
in well-being due to purchasing more education is larger than
the decrease due to purchasing less food away from home, then
young adults in the second period are better off than they would
be if they did not make such a tradeoff.

Finally, changes in technology and in the availability of

products can influence the allocation of total outlays. As noted

in the text, the availability of new types of food at home may
lead to changes in purchases such that the increased share for
food at home and decreased share for food away from home
reflect an increase in well-being. Similarly, changes in technol-
ogy or in the availability of products may lead less directly to
changes in certain shares. For example, young adults in the first
period may have purchased food away from home in conjunc-
tion with entertainment away from home (as when they go out
for dinner and a movie). Although they still may do so in the
second period, new products or services may have been devel-
oped that allow young adults to enjoy similar forms of enter-
tainment at home (for instance, joining a movie-by-mail rental
club or viewing movies over the Internet). In this case, the share
for food away from home could decrease while both the share
for food at home and well-being increase, because young adults
in the second period could still choose to purchase the same
amount of food and entertainment away from home as those in
the first period did, but they also are able to choose an allocation
that was not available in the first period.

Because no data on tastes, preferences, technological change,
or the availability of products are collected directly in the CE,
it is impossible to identify precisely how these factors change
and how expenditure patterns change as a result. Nevertheless,
despite these caveats, analyzing shares in a historical context is
useful as long as the assumptions underlying the analysis are
reasonable and explicitly stated as needed.

Real or nominal expenditures? In performing economic com-
parisons across time, it is essential to control for changes in pric-
es. To demonstrate, consider a person who spends $10 for apples
in the first period and $20 in the second. It may be that the
person purchased twice as many pounds of apples in the second
period. But it also may be that the price changed (rose or fell)
and the person purchased a different amount each period. For
example, if the price of apples is $1 per pound in the first period,
but $4 per pound in the second, it is clear that the person bought
a greater amount of apples (10 pounds) in the first period than
in the second (5 pounds). Usually, expenditures can be adjusted
to reflect these changes by converting nominal expenditures to
real expenditures through the mechanism of a price index. After
adjustment, real expenditures can be compared to provide a bet-
ter idea of whether changes in expenditures are due to changes
in quantities purchased or changes in prices.

Price indexes are computed by comparing changes in price
for a standard market basket of goods. In this case, the basket
consists only of apples. Once the basket is defined, the index
is computed by dividing the price of the basket in the period
of interest by the price of the basket in the base period and
multiplying the result by 100.0. In the base period, the period
of interest and the base period are the same. Therefore, the index
in the base period is always 100.0. However, if prices are differ-
ent in the period of interest, the index will take on a higher or
lower value, depending on the direction of the price change. For
example, if the first period is selected as the base period and the
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basket is defined as consisting of 1 pound of apples, then the
base-period index is computed to be ($1/$1) x 100.0 = 100.0.
'The index for the second period is ($4/$1) x 100, or 400.0.

Once the indexes are computed, they can be used to convert
nominal expenditures to real expenditures. In the current case,
suppose the analyst wants to convert the nominal value of ex-
penditures reported in the first period to real-dollar values for
comparison with expenditures occurring in the second period.
In other words, the analyst wants to know how much the market
basket purchased in the first period would have cost if it had
been purchased in the second period. The result is obtained by
dividing the price index for the second period by the price index
for the first period and multiplying the result by the expenditures
reported in the first period. In this example, then, the equation
is (400.0/100.0) x $10 = $40. In other words, in the second pe-
riod it costs $40 to purchase the same amount of apples that
was purchased in the first period. Even if the quantity of apples
purchased is unknown to the analyst, it is clear that the purchas-
er must have purchased fewer pounds of apples in the second
period than in the first, because the value of real expenditures
reported in the first period (that is, $40) exceeds the value of real
expenditures reported in the second period (that is, $20).?

Note that this adjustment works because expenditures are
defined as price (P) times quantity purchased (Q). Therefore, if
P, Q, (that is, the expenditure in the first period) differs from
P,Q,, it is not clear whether the difference is a result of changes
in Por in Q. However, adjusting first-period expenditures in the
manner just described has the effect of comparing P,Q, with
P,Q,. Therefore, any difference in expenditure is due to a change
in quantity.

However, the comparison is not always so precise. In this
case, the analyst is literally comparing apples with apples. Sup-
pose, however, the consumer purchases both apples and oranges.
'This purchase leads to a potential comparison of two different
baskets of fruit. That is, suppose that the initial basket consists
of 1 pound of apples and 1 pound of oranges. Suppose also that
the price of apples remains unchanged, but the price of oranges
rises. Then the price index for fruit will rise, because it reflects
the change in the total price of a basket of fruit consisting of 1
pound of apples and 1 pound of oranges. However, in response
to the price change, the consumer may choose to purchase fewer
pounds of oranges and continue to purchase 1 pound of apples.
Alternatively, the consumer may substitute apples for oranges
(that is, purchase more than 1 pound of apples and less than 1
pound of oranges) or may indeed purchase less than 1 pound of
each fruit. Only if the consumer continues to purchase 1 pound
of apples and 1 pound of oranges after the price change will the
index perfectly adjust nominal expenditures in the first period
to values that are to be compared with those observed in the
second period.?

Nevertheless, using the price index to convert nominal ex-
penditures to real expenditures is important. Although the re-
sults may not provide a perfect adjustment to the first-period
expenditures for comparison over time, they still provide better
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information for analysis than a comparison of unadjusted val-
ues. Like any tool, a price index has to be used cautiously and
correctly, and the analyst has to be aware of both its uses and its
limitations before drawing analytical conclusions.

Statistical procedures

Adjusting expenditures for food at home. In the Interview com-
ponent, or Interview Survey, of the CE, data on expenditures for
food at home are collected by means of two questions. Prior to
1988, the first question asked about monthly expenditures for
food at grocery stores and the second asked about monthly ex-
penditures for food at other stores, such as convenience stores. In
1988, each question was changed to ask about weekly expend-
itures for these items. From 1987 to 1988, average expenditures
for food at home for young single adults rose 44.8 percent. By
contrast, from 1984 to 1987 the average annual increase (2.5
percent) was similar to the average annual increase from 1988
to 2005 (1.9 percent).* Because the change in these expenditures
in any single year other than from 1987 to 1988 ranged from
-9.8 percent (from 1992 to 1993) to 8.6 percent (from 2003 to
2004), the large change from 1987 to 1988 is presumably due to
the change in the two questions.

Some of the change may be due to the way in which respond-
ents think about the questions, as well as the way in which the
processing of the data changed starting in 1988. When asked
to report monthly expenditures, respondents may have thought
about weekly expenditures, which they then multiplied by 4
before reporting. For example, a respondent with $50 in usual
weekly expenditures would have reported $200 per month.
During processing, these monthly reported expenditures were
multiplied by 3 to produce quarterly estimates, because there
are 3 months per quarter. In this example, $600 would be the re-
sulting quarterly expenditure estimate. However, when weekly
expenditures are collected directly, they are multiplied by 13
to obtain quarterly estimates, because there are 13 weeks per
quarter. Thus, the quarterly estimate would be $650, not $600.
However, if the hypothesis presented here is correct, then quar-
terly expenditures are expected to rise about 8 percent due to
the change in the questionnaire, because, essentially, reported
expenditures are being increased by about one-twelfth. (That
is, when monthly expenditures are multiplied by 3, only 12
weeks of expenditures compose the quarterly estimate, whereas,
since 1988, an extra week is included in the composition of the
quarterly estimate). Of course, even if this hypothesis is correct,
expenditures for 1988 could increase by more or less than 8
percent, due to changes in prices or other exogenous factors that
contribute to the natural variation in expenditures for food at
home from year to year. Still, the increase of nearly 45 percent
strongly reduces the credibility of the aforementioned hypoth-
esis, especially because data on expenditures for food at home
(excluding food prepared by the consumer unit on out-of-town
trips) published in standard tables, which are derived from the
Diary component, or Diary Survey, of the CE, do not show



such a change from 1987 to 1988.° Therefore, to account for
the change—whatever its cause—requires an adjustment more
complicated than adding 8 percent to reported expenditures in
order to make expenditures in 1984-85 more comparable to
those reported in 2004-05.

To start, it is important to note that in the Interview Survey,
as mentioned, information on expenditures for food at home
excluding food prepared on trips consists of data collected from
two questions: one on food purchased from grocery stores, the
other on food purchased from other stores, such as convenience
stores. Both questions changed in 1988 to request usual weekly,
rather than monthly, expenditures. Each question was affected
by the change in the magnitude of the response to it: for those
reporting expenditures at grocery stores, the expenditure in-
creased more than one-third (37 percent); however, for those
reporting expenditures at other stores, the expenditure more
than doubled (rising almost 104 percent). Nevertheless, the
change in the questions does not appear to have affected the
rate of response to them: from 1986 to 1989 (that is, the last 2
years of the monthly question and the first 2 years of the weekly
question), the percentage of respondents reporting purchases at
grocery stores ranged from 95.9 percent (1986) to 96.8 percent
(1989), while the percentage reporting purchases at other stores
ranged from 40.4 percent (1988) to 42.0 percent (1987).

'The next step is to estimate the values that would have been
reported in 1984 and 1985 had the questions asked about usual
weekly, rather than monthly, expenditures. One method is sim-
ply to adjust the 1984 and 1985 expenditures by the percent
change reported from 1987 to 1988. Consider, for example, ex-
penditures at grocery stores. As mentioned earlier, the change
in the mean for young singles who report these expenditures
was 37 percent. Therefore, multiplying these expenditures, as
reported in 1984 and 1985, by 1.37 would increase them by the
appropriate amount. However, this method is too simplistic, for
when the 1987-88 change is omitted, the percent change in
expenditures at grocery stores ranges from —9.8 percent (from
1992 to 1993) to 9.1 percent (from 1991 to 1992). Even exclud-
ing this period of volatility (from 1991 to 1993), the percent
change ranges from —2.8 percent (from 1988 to 1989) to 7.5
percent (from 1999 to 2000). Therefore, it is difficult to say
how much of the 37-percent change is due to the change in the
questionnaire and how much is due to natural variation in re-
ported expenditures. Simply multiplying expenditures reported
in 1984 and 1985 by 1.37 may substantially over- or underesti-
mate the values that would have been reported if usual weekly
expenditures had been collected then.

Instead, regression is used to estimate the adjustment factor.
In each regression (run separately for grocery store expendi-
tures and other store expenditures), for those reporting expend-
itures in each year, the natural logarithm of the mean value of
their expenditures is regressed on certain variables (described
subsequently), the values of which depend on the period. The
purpose of this logarithmic model is to use a formula that is
well known in finance, namely, 4, = 4 ¢, where 4 is the ini-

tial amount invested in an account, 7 is the rate of growth (for
example, the interest rate) of the investment, # is the number
of periods, e is a transcendental number equivalent to approxi-
mately 2.718, and 4, is the amount in the account in the final
period. In the study of expenditures, 7 is the average annual rate
of change of expenditures and can be calculated when other
variables in the equation have known values. In the present
case, the mean value for young singles who reported grocery
store expenditures in 1984 was 4 ~ $216. In 1987, the value
was A, ~ $229. Accordingly, by what rate would expenditures
have to have increased each year to meet these conditions? To
find out, the natural logarithm of both sides of the earlier equa-
tion is taken, or In(4) = In(4,) + 7z From this point forward, »
can be found with standard algebra, given that # is 3 (because
the initial $216 grew for 3 years after 1984—that is, from 1984
to 1985, from 1985 to 1986, and from 1986 to 1987).

Although this method describes the average annual growth
rate necessary to move from the values observed in 1984 to
those observed in 1987, the rate obtained may be affected by
random variation in the data. That is, suppose that a drought
or some other event caused prices, and therefore expenditures,
to be higher than usual in 1984, but that they returned to their
expected level in 1987. Then the average annual growth rate
computed in this way would underestimate the actual underly-
ing long-term growth rate, because expenditures in 1984 would
have started at a higher level than expected and therefore would
need to increase less swiftly each year to reach the expected
1987 level than they would have had observed values equaled
expected values in both years. To estimate both the initial ex-
pected starting value and the underlying long-term growth rate,
then, regression is used. Note that when the natural logarithm
of expenditures is regressed on time values, the intercept of the
equation estimates In(4,)—the logarithm of the expected value
of expenditures when # equals zero—and the coeflicient of #
is the estimated average annual growth rate for the long-term
trend.

Before performing the regression, it is important to note that
the change in question may have affected not only the intercept
of the equation, but also the rate at which reported expenditures
change over time. To find out, a single regression is run so that
the coefficients of the intercept and slope for the 1984-87 equa-
tion can be compared with those for the 1988-2005 equation.
'The equation for the regression is

In(4) = ¢B, +¢,B, + 7Bt + 7,B)f + .

In this regression, binary variables are used for convenience in
place of the traditional intercept. The first binary variable (B,)
equals unity for the years 1984 through 1987 and zero for 1988
through 2005. The second binary variable (B,) equals zero for
the initial years (1984 through 1987) and unity for the later
years (1988 through 2005). Next, each year is assigned a value
¢ for the period it represents. For 1984, # equals zero; for 2005,
¢ equals 21.This time variable is not included separately in the

Monthly Labor Review « December 2008 41



Expenditures of Young Singles

model; however, it is multiplied by each of the binary variables
just described, and these interaction terms are included in the
model. The coefficients ¢, and ¢, of the binary variables provide
the estimated intercept for each of the periods, while the coef-
ficients 7, and 7, of the interaction terms provide the estimated
long-term growth rates for each model. ('The final term, #, is
the error term.) As expected, the difference of the coeflicients
of the binary variables is statistically significant, indicating that
there was a change in reported values when the new question
was introduced. However, the difference of the coefficients of
the interaction terms is not statistically significant, as shown by
an F test.® 'Therefore, the hypothesis that the question had no
effect on the underlying trend is reasonable on the basis of the
evidence.

With the regression results computed (see table A-1), the
coefficients of the binary variables are used to calculate the ad-
justment factor. Note that the coeflicient of the second binary
variable provides an estimate of what the natural logarithm of
reported expenditures would have been in 1984 had the weekly,
rather than monthly, question been asked then. To find out the
estimated value that actually would have been reported, this
coefficient is exponentiated, yielding $212.42. Similarly, the
coefficient of the first binary variable is exponentiated, yield-
ing the estimated value ($282.01) for expenditures in 1984 in
the absence of random variation that removed reported values
from their underlying trend line. The ratio of these two values
is about 1.3276; that is, the change in the question is estimated
to have raised expenditures by about 32.8 percent. Therefore,
this ratio is used as the adjustment factor for food purchased at
grocery stores in 1984 and 1985. A similar analysis shows that

the estimated factor for food purchased at other stores is about
1.6825. (See table A-2 for regression results.)

Once found, expenditures for each type of purchase are mul-
tiplied by their adjustment factor, and food at home expendi-
tures in 1984-85 are computed from these adjusted values. To
test the adjustment, the unadjusted change in average expend-
itures for food at home from 1987 to 1988 is compared with
the adjusted value. As noted in the text, prior to adjustment,
expenditures for food at home excluding food prepared on trips
rise nearly 45 percent from 1987 to 1988. However, after the
adjustment, the percent change is 5.9 percent, a value that is
within the range (from —2.8 percent to 7.5 percent) for changes
in observed (that is, preadjusted) values, even when observa-
tions from the most volatile period (1991 to 1993) are excluded.
Perhaps more important, after adjustment, the components also
demonstrate reasonable changes in the mean for those report-
ing from 1987 to 1988.7 Given that this finding is reasonable,
the adjustment factors are accepted. Finally, as noted in the text,
other values, such as total food expenditures, total outlays, and
“all other outlays” (that is, total outlays less food, shelter and
utilities, and other items listed in table 2 in the text), are then
computed from these adjusted values.

An alternative method to that just described is to exponen-
tiate the intercepts as described, subtract the 1984-87 value
from the 1988-2005 value, and add the resulting difference
to each of the observations in the data set before computing
results for food at home. Either method would result in the
same mean for expenditures for food at home excluding food
prepared on trips. However, in the alternative method, the
variance of each component that would be computed prior to

LIEL V.S M Regression results for computing adjustment factors for expenditures for food purchased at grocery stores’

. Parameter Standard

Variable DF estimate error tvalue Pr>|t|
Year 1984-87 (B)) 1 5.35857 0.02370 226.06 <.0001
Time 1984-87 (B, 1) 1 0.01858 0.01267 147 0.1599
Year 1988-2005 (B,) 1 5.64193 0.01742 323.87 <.0001
Time 1988-2005 (B,t) 1 0.02360 0.00129 18.34 <.0001
Computation of factor: (exp(5.64193))/(exp(5.35857)) = 1.327583.
' Dependent variable: Natural logarithm of mean expenditures for food purchased at grocery stores.

LIELI VB Bl Regression results for computing adjustment factors for expenditures for food purchased at other stores’
Variable DF Parameter Standard tvalue Pr> |t|
estimate error

Year 1984-87 (B)) 1 4.19795 0.06290 66.74 <.0001
Time 1984-87 (B, 1) 1 -0.01903 0.03362 -0.57 0.5784
Year 1988-2005 (B,) ... 1 471821 0.04622 102.07 <.0001
Time 1988-2005 (B,t) w.ocvvvesvrrrrerrssssssssssrresss 1 0.02188 0.00342 6.41 <.0001
Computation of factor: (exp(4.71821))/(exp(4.19795)) = 1.682465.
' Dependent variable: Natural logarithm of mean expenditures for food purchased at other stores.
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the adjustment would be unchanged after the adjustment. The
result would be a larger mean with the same standard error of
the mean for each component, thus increasing the likelihood
that differences over time for the aggregate expenditure (that
is, food at home excluding food prepared on trips) would be
statistically significant.

In contrast, using the percentage adjustment factor allows
the variance of each component to increase in proportion to the
increase in the mean of each component. That is, if the mean for
food purchased at grocery stores rises by 37 percent, so will the
standard error of the mean for that component. Similarly, adjust-
ing separately each of the components of expenditures for food
at home excluding food prepared on trips allows for a larger vari-
ance in the recomputed aggregate expenditure than performing
the regression directly on mean expenditures for food at home
excluding food prepared on trips. The reason is that some re-
spondents report expenditures only for food at grocery stores,
some report expenditures only for food at other stores, and some
report both. Because the adjustment factors differ for each of the
components, the percent increase in total expenditures for food
at home excluding food prepared on trips will difter for each type
of respondent, which in turn will increase the variance among
respondents. As noted, the larger variance makes the analysis of
change more conservative. That is, the threshold for finding a
statistically significant difference is higher when the variance is
higher, and therefore the analyst can be more confident in ac-
cepting the results. This conservative approach is especially im-
portant given that the data have undergone adjustments which
are themselves based on estimates rather than reported values.

Box-Cox transformations. Expenditure data are not often nor-
mally distributed, a situation that can cause bias in regression
results.® However, expenditure data can be transformed so that
they are approximately normally distributed. One method that
has been used is the Box-Cox transformation.” Perhaps the
most frequently cited version is

Y= (Y= 1)/A, (1)

where Y* is the transformed version of the variable, Y denotes
expenditures for a specific good or service (for example, food
at home or apparel), and A is a parameter. This version of the
equation is most useful in demonstrating two special cases for
the value of A:

1.If A is equal to unity, then no transformation of the inde-
pendent variable is necessary. (The net result is that Y* equals
Y -1, and subtracting a constant from each observation of Y
will not affect the distribution.)

2.If A approaches zero, then Y* is approximately equal to the
natural logarithm of Y.

Although this specification is useful for deriving the value of
Y* when A approaches zero, it does not yield an intuitive inter-

pretation when A takes on any other value.’® However, in their
original article, Box and Cox point out that equation (1) can be
simplified to

Y=Y,

'This equation leads to a simple interpretation of both A and the
equation as a whole. In the current study, A is found to be 1/4
for total outlays, indicating that the transformed variable is then
simply the fourth root of Y. For income before taxes, A is found
to be 3/8, or the eighth root of the cubed income before taxes.™

The Box-Cox transformation is particularly useful in two
special cases: when the results confirm that no transformation
is required (that is, when A, the transformation factor, equals
unity) and when a logarithmic transformation is appropri-
ate (that is, when A equals zero). In these cases, the parameter
estimates are intuitively interpretable. For example, if untrans-
formed outlays are regressed on binary variables, the parameter
estimates of those variables show how much more (or less) the
group defined by the variable spends than a similar member of
the control group. For example, if the coefficient of ruralis 0.05,
then rural residents spend 5 cents more, on average, than urban
residents, ceteris paribus. If untransformed outlays are regressed
on untransformed income, then the parameter estimate on in-
come is equal to the marginal propensity to consume, which
is the portion of each additional dollar that is expected to be
allocated to total outlays, at least in the current study. (That is,
if the parameter estimate of income is 0.05, then total outlays
are predicted to increase 5 cents each time income increases by
1 dollar.) Similarly, if logarithmically transformed outlays are
regressed on untransformed income and other variables, then
the coeflicient, if small, describes the percent change in out-
come, given the group change. (As an example, if the coeflicient
of rural is 0.05, then those in a rural area spend 5 percent more
than those in an urban area. If the coefficient of untransformed
income is 0.05, then each dollar increase in income is predicted
to lead to a 5-percent increase in total outlays.) Finally, if loga-
rithmically transformed outlays are regressed on logarithmically
transformed income, then the parameter estimate of income is
an estimate of income elasticity—that is, the predicted percent
change in total outlays, given a 1-percent change in income.

'The obvious question raised is how the value of A is found.
Conventionally, this is done by trial and error. Several values
for A are used, and whichever yields the model with the lowest
mean square error is the selected value. However, this method
is extremely time consuming, especially because two variables
(total outlays and predicted current income) are being trans-
formed. In this study, A is estimated through a maximum-likeli-
hood procedure used by Stuart Scott and Daniel J. Rope in their
1993 study of Consumer Expenditure Survey data.'

Measuring statistical significance: types and computations of t-
statistics. As noted in the text, a difference in two parameters,
such as means, is considered to be statistically significant if it is
not likely to be due to chance alone. A common statistic used
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to measure the probability that a difference is due to chance
alone (and thus is, or is not, statistically significant) is the t-sza-
tistic. When samples are large, a #-statistic greater than 1.96 in
absolute value indicates that the probability that a difference in
parameters is due to chance alone is less than 5 percent.

The formula for computing the #statistic depends on what
type of comparison is being performed. Perhaps the most com-
mon use of the #-statistic is for comparing means. In the text, for
example, average annualized real total outlays are compared for
young singles in two different periods. The samples are therefore
independent and are assumed to have different variances. In this
case, the formula for computing the #-statistic is

X =%

JSE2+SE2’
where x, is average annualized real total outlays in period i
(1984-85 or 2004-05) and SE, is the standard error of the mean
in period i.

In table 4 in the text, average annualized real total outlays
for all young singles is shown to be $23,866 in 1984-85 and
$22,744 in 2004-05. The standard errors associated with these
means are 663.03 and 531.85, respectively. Therefore, the /-sta-

tistic is computed to be
22,744-23,866 _ o

J531.85+663.03°

Because the absolute value of the #-statistic (1.32) is less than the
critical value (1.96), the probability that the difference in means
(a decrease of $1,122) is due to sampling error or other random
events is greater than 5 percent; therefore, the difference is not
statistically significant at the 95-percent confidence level.

However, testing differences in means is not the only use for
#-statistics: they also can be used to detect statistically signifi-
cant differences in proportions. For example, table 3 in the text
shows that, in 198485, 64 percent of all households with az
least one young single person were households with on/y that
young single person. (That is, 36 percent of these households
included at least one other person, regardless of age or marital
status.) In 2004-05, that proportion increased to 77 percent.
The critical value to test whether these proportions reflect a
change in the composition of households is still 1.96; however,
the formula for computing the #statistic changes to

P — P

\/p3(1_p3)(1+1j
n N

where p, is the proportion of households with exactly one young
single person in 1984-85 (that is, 1,252/1,953); p, is the pro-
portion of households with exactly one young single person in
2004-05 (that is, 1,401/1,811); p, is the “pooled” proportion
(that is, [1,252 + 1,401]/[1,953 + 1,811]); 7, is the sample size
in 198485 (that is, 1,953); and 7, is the sample size in 2004-05
(that is, 1,811). The outcome of this test is similar to that of a
chi-square test; in fact, the #-statistic equals the square root of the
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chi-square statistic computed by means of a chi-square test.

In addition, there is a special formula for comparing differ-
ences in shares across groups. A special formula is needed for
this type of comparison because the value being measured is a
ratio of two other variables that not only have their own means
and standard errors, but also are not independent of each other.
For example, because food at home is a component of total out-
lays, the covariance of mean expenditures for food at home and
total outlays is expected to be positive. That is, as expenditures
for food at home rise, so do total outlays, assuming that all other
outlays are held constant. Accordingly, in this case, before com-
puting the #-statistic, it is necessary to compute the variance of
the share for each year. The formula for the variance of the share
in a particular year is

1, F’

V(S)= (n)[ 7

where 7 is the sample size (2,359 for 1984-85 and 2,158 for
2004-05); F'is the average expenditure for food at home; 7'is
the average of total outlays (including food at home); ¥(i) is the
sample variance of the expenditure or outlay; and cov,, . is the

V)= 25 c0v, + oV (P,

covariance of food at home and total outlays.

Note that 7(i) is the variance of the observations in the
sample, not the variance of the mean obtained from the sample.
'That is, 7{i) measures how the observations vary around the
mean of the sample, rather than estimating how means of simi-
larly sized samples drawn from the same population would vary
around the population mean. In other words, 71(i) is the square
of the sample standard deviation, and V(i)/n is equal to (SE ).
'Therefore, the previous formula can be rewritten as

P(S) = (SE,) - 2(%)(%)«)%1 +(HSE, ).

For convenience, this equation simplifies to
1 F 1. F
V(s)= (F)[((?)SET ) - 2(;)(;) cov,., +(SE,)’],

where F/T'is the value of the share (that is, the ratio of the aver-
ages) undergoing testing.

Because 71(S) equals the squared standard error of the share
(and not the squared standard deviation of the share), the for-
mula for the #-statistic is now

S27S1

W (SH+v(S)’

where S, = F//T. Once again, the critical value in this case is

1.96.

Regression technique: omitted-variable bias and two-stage least
squares. Income data in household surveys are subject to non-
response. That is, a person may not know or may not report the
value of a particular source of income received, even when the
income is reported as having been received. Starting with the
publication of the 2004 data, the CE has used multiple imputa-



tion to fill in missing values. However, prior to that time, other
methods were used to adjust for nonresponse.”* Starting with
the publication of the 1972-73 survey results, consumer units
were classified as either “complete” or “incomplete” reporters of
income. In general, complete reporters provided a value for at
least one major source of income, such as wages and salaries,
self-employment, or Social Security. However, even complete

income reporters did not always provide a full accounting of
income from all sources.

Using income information just from complete income report-
ers is problematic. First, the fact that some of the respondents
provide only partial information (for example, the respondent
may report a value for wages and salaries, but may not know the
value of interest income, which also is reported as having been

LELIEY.BE N First-stage parameter estimates: finding transformed predicted income before taxes
Degrees
. . Standard
Variable of Estimate error t-value Pr> |t
freedom
Intercept 1 4483685 0.69138 64.85 <.0001
Age (21 to 24 years):
25 to 29 years 1 4.07534 42637 9.56 <.0001
Educational attainment (attended college):
High school diploma or less 1 -38170 .55591 -.69 4924
College graduate 1 2.25042 .50513 4.46 <.0001
College enrollment status (not enrolled):
Full time and working 1 -6.78360 61463 -11.04 <.0001
Part time and working 1 -.89302 72419 -1.23 2176
Not working 1 -20.27647 1.32363 -15.32 <.0001
Female 1 -3.07555 40355 -7.62 <.0001
Race and ethnicity (White, not Hispanic):
Black, not Hispanic 1 -.51585 74119 -.70 4865
Hispanic 1 -2.85858 1.03030 -2.77 .0056
Working status (full time, full year):
Part time, full year 1 -8.81356 75273 -11.71 <.0001
Full time, part year 1 -8.72973 .52654 -16.58 <.0001
Part time, part year 1 -14.43290 72592 -19.88 <.0001
Occupational status (wage or salary worker,
technical or sales position):
Self-employed 1 -.11224 1.18164 -.09 9243
Working for wage or salary:
Manager or professional 1 .76609 .50680 1.51 1307
Service worker 1 -1.53400 62622 -245 .0144
Construction worker 1 -.20153 .85395 -24 8134
Operator or laborer 1 -1.49054 69148 -2.16 .0312
Not working, Not a student..........ccccecernneceerenecns 1 -23.74494 1.89464 -12.53 <.0001
Housing tenure (renter):
Homeowner. 1 3.68873 73446 5.02 <.0001
Region of residence (West):
Northeast 1 11371 61719 18 .8538
Midwest 1 -1.32749 52756 -2.52 .0119
South 1 1.08596 .50654 2.14 .0321
Degree of urbanization (urban):
Rural 1 -3.09185 96167 -3.22 .0013
Income sources received:
Interest, dividends, rental or other property
income 1 3.14055 41046 7.65 <.0001
Unemployment and workers’ compensation,
veterans’ benefits 1 11.50882 3.13601 3.67 .0002
Public assistance, supplemental security income,
food stamps 1 -8.16817 3.07402 -2.66 .0079

Monthly Labor Review « December 2008 45



Expenditures of Young Singles

L1 V.88 Continued—First-stage parameter estimates: finding transformed predicted income before taxes

Degrees
Variable of Estimate St:pgarrd t-value Pr> |t|
freedom
Regular contributions of SUPPOIt........c.eceeeeemnnnnne 1 3.32100 .73093 4.54 <.0001
Other income 1 5.13518 1.01332 5.07 <.0001
Interviewed in 2004-05 1 1.13994 1.04037 1.10 2733
Interaction terms (main effect x interviewed
in 2004-05):
Age, 2004-05 (21 to 24 years)
25 to 29 years 1 -.19642 67560 -.29 7713
Educational attainment, 2004-05 (attended college):
High school diploma or less 1 -2.73833 91664 -2.99 .0028
College graduate 1 -.12090 .79648 -15 .8794
College enrollment status, 2004-05 (not enrolled):
Full time and working 1 -.90283 93243 -97 .3330
Part time and working 1 -.32735 1.10748 -30 7676
Not working 1 -6.69818 1.85069 -3.62 .0003
Female, interviewed in 2004—05..........ocoevererreererrerrecrens 1 1.35791 63030 2.15 .0313
Race and ethnicity, 2004-05 (White, not Hispanic):
Black, not Hispanic 1 -.93589 1.09759 -.85 3939
Hispanic 1 78776 1.33284 .59 5545
Working status, 2004-05 (full time, full year):
Part time, full year. 1 -.02673 1.14194 -.02 9813
Full time, part year 1 1.21578 86423 1.41 .1596
Part time, part year 1 33444 1.08504 31 7579
Occupational status, 2004-05 (wage or salary
worker, technical or sales position):
Self-employed 1 -4.30790 2.81172 -1.53 1256
Working for wage or salary:
Manager or professional 1 58195 .82064 71 4783
Service worker 1 -1.73644 .97061 -1.79 .0737
Construction worker 1 -.65803 1.39112 -47 6362
Operator or laborer. 1 25725 1.05960 24 .8082
Not working, not a student 1 4.15742 2.89671 1.44 1513
Housing tenure, 2004-05 (renter):
Homeowner. 1 17637 .98356 18 .8577
Region of residence, 2004-05 (West):
Northeast 1 2.77112 97875 2.83 .0047
Midwest 1 53115 .79069 .67 5018
South 1 -1.63887 79176 -2.07 .0385
Degree of urbanization, 2004-05 (urban):
Rural 1 -1.13222 1.60083 =71 4794
Income sources received, 2004-05:
Interest, dividends, rental or other property
income 1 -.94547 71348 -1.33 .1852
Unemployment and workers’ compensation,
veterans’ benefits 1 -8.36648 3.51013 -2.38 .0172
Public assistance, supplemental security income,
food stamps 1 4.23402 3.53861 1.20 2316
Regular contributions of SUPPOrt........eeceeemeeeeeunnnes 1 -.05836 1.05079 -.06 9557
Other income 1 -2.56298 1.39317 -1.84 .0659
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IEL V.S Bl Second-stage parameter estimates: finding transformed predicted annualized total outlays

Degrees
Variable of Estimate St::\:i:rd t-value Pr>|t|
freedom
Intercept 1 8.03039 0.67458 11.90 <.0001
Age (21 to 24 years):
25 to 29 years 1 -.05596 .09249 -.61 .5452
Educational attainment (attended college):
High school diploma or less 1 -.15892 .09373 -1.70 .0901
College graduate 1 17416 .09081 1.92 .0552
College enrollment status (not enrolled):
Full time and working 1 .02253 13350 17 .8660
Part time and working 1 .07269 12338 .59 .5558
Not working 1 .55379 32756 1.69 .0910
Female 1 -.08919 .08189 -1.09 2762
Race and ethnicity (white, not Hispanic):
Black, not Hispanic 1 -.04084 12436 -33 7427
Hispanic 1 -.47492 .18687 -2.54 0111
Working status, (full time, full year):
Part time, full year 1 .19196 18302 1.05 2943
Full time, part year 1 13654 14258 .96 .3383
Part time, part year 1 .08636 22704 .38 .7037
Occupational status (wage or salary worker,
technical or sales position):
Self-employed 1 .23083 19580 1.18 .2385
Working for wage or salary:
Manager or professional 1 19952 .08676 2.30 0215
Service worker 1 -.22049 10636 -2.07 .0382
Construction worker 1 -.23205 14730 -1.58 1153
Operator or laborer 1 -.38350 11559 -3.32 .0009
Not working, not a student 1 -.21648 42960 -.50 6144
Housing tenure (renter):
Homeowner 1 23613 13128 1.80 .0721
Region of residence (West):
Northeast 1 -.02154 .09927 -.22 .8282
Midwest 1 —-.24903 .09034 -2.76 .0059
South 1 -.10234 .08784 -1.17 2441
Degree of urbanization (urban):
Rural 1 -.11064 .16816 -.66 5106
Vehicles owned:
Cars and trucks 1 57731 .05330 10.83 <.0001
Other vehicles 1 35879 .04844 741 <.0001
Predicted real income, transformed 1 .08654 .01415 6.12 <.0001
Interviewed in 2004-05 1 -.72480 1.17356 -.62 5369
Interaction terms (main effect interviewed
in 2004-05):
Age, 2004-05 (21 to 24 years):
25to 29 years 1 .24306 .14090 1.73 .0846
Educational attainment, 2004-05 (attended college):
High school diploma or less 1 .23101 15896 1.45 1462
College graduate 1 20538 13662 1.50 1328
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IELI W M Continued—Second-stage parameter estimates: finding transformed predicted annualized total outlays
Degrees
Variable of Estimate S‘Z'r‘fc',ar’d t-value Pr>|t|
freedom
College enrollment status, 2004-05 (not enrolled):
Full time, and working 1 37666 22153 1.70 .0891
Part time, and working 1 41639 18367 2.27 .0234
Not working 1 1.06220 .63370 1.68 .0938
Female, interviewed in 2004-05 1 .10382 11524 .90 3677
Race and ethnicity, 2004-05 (White, not Hispanic):
Black, not Hispanic 1 11724 17705 .66 .5079
Hispanic 1 35454 23336 1.52 .1288
Working status, 2004-05 (full time, full year):
Part time, full year 1 01636 28468 .06 9542
Full time, part year 1 15451 22681 .68 4958
Part time, part year 1 .38287 37219 1.03 3037
Occupational status, 2004-05 (wage or salary worker,
technical or sales position):
Self-employed 1 .04207 32763 13 .8978
Working for wage or salary:
Manager or professional 1 -.25852 13482 -1.92 .0552
Service worker 1 25946 16759 1.55 1216
Construction worker 1 .00431 22150 .02 .9845
Operator or laborer 1 .04722 17196 27 .7836
Not working, not a student 1 -.11896 65656 -.18 .8562
Housing tenure, 2004-05 (renter):
Homeowner. 1 -.12362 18322 -.67 4999
Region of residence, 2004-05 (West):
Northeast 1 -.43526 .15845 -2.75 .0060
Midwest 1 -.09593 .12878 -.74 4564
South 1 -.14080 12736 -1.11 .2690
Degree of urbanization, 2004-05 (urban):
Rural 1 -.33694 26937 -1.25 2110
Vehicles owned, 2004-05:
Cars and trucks 1 -.12515 .07936 -1.58 1149
Other vehicles 1 23272 .07823 297 .0029
Predicted real income, transformed, 200405 ............oceuue... 1 .00825 .02477 33 7392

received) introduces measurement error into the regression.
Even if the sample is reduced just to respondents who reported
values for each source of income that they reported as having
been received (call them “nonmissing” income reporters for the
purposes of this discussion), mean income and parameter esti-
mates obtained from this sample are biased, unless the reduced
sample is a random subset of the population.”® Unfortunately,
the assumption that the reduced sample is drawn randomly
from the population is not realistic either generally or for young
single adults, the group under study in this article. For example, in
2004-05, 31 percent of all young singles in the sample were missing
values for at least one source of income, but only 28 percent of single
men were, compared with 35 percent of single women.'®

In most of the analysis presented in this text, total outlays are
used as a proxy for permanent income. However, in this section,
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the purpose is to estimate total outlays while controlling for
demographic differences, so that demographic subgroups can
be compared. Clearly, current income (measured in the CE by
income before taxes) is expected to be an important predictor of
permanent income. Therefore, leaving it out of the right-hand
side of the regression equation would cause omitted-variable
bias. Yet, as noted, including an estimate of current income that
is subject to nonresponse also will cause bias in regression pa-
rameters. The parameter estimate for income will be biased up-
ward"” and, especially given that income is correlated with other
right-hand-side variables, may bias their parameter estimates in
ways that are undeterminable a priori. Consequently, to solve
this problem, a two-stage least squares procedure is performed.
In the first stage, a regression is run using Box-Cox transformed
observations only from nonmissing income reporters who re-



port no losses for income from any source.’® The parameter
estimates from this regression are then used to predict trans-
formed current income for all young single adults, whether or
not they reported a value. This predicted value is then utilized as
an instrumental variable in the second stage of the regression.
That s, total outlays are regressed on predicted current income
and other characteristics in order to ascertain whether there is
evidence to suggest that subgroups of young single adults have
experienced an increase or a decrease in economic well-being as
measured through predicted permanent income.

Most of the independent variables used to predict current
income are the same as those used to predict total outlays. How-
ever, some variables are excluded from this model, while others
are included. The numbers of automobiles and other vehicles
are excluded from the income model because their importance
in predicting income is not apparent a priori. Instead, added to
the model are several variables describing the type of income
received, such as income from investment sources (interest, divi-
dends, rental income, other property income, or pensions and an-

Notes to the appendix

nuities). Most of these categories are taken from those published
in standard CE tables, but there are some modifications. The cat-
egory “Social Security, private and government retirement” is not
included in the table. Instead, its components are moved to other
categories. Social Security, for example, is moved to “public as-
sistance, supplemental security income, and food stamps” because
young adults are not eligible for Social Security, except in cases
of disability or survivors’ benefits. The component for pensions
and annuities is included with interest, dividends, and rental and
other property income to form “investment income,” because it is
likely that anyone in this age group who correctly reports having
received that type of income is receiving income from investment
in an annuity, rather than pension income. Finally, these catego-
ries include only money income, so meals and rent as pay are
excluded from “other” income.

Table A-3 shows the regression results utilized to predict cur-
rent income, which is the variable used in the second stage of the
two-stage least squares procedure. Table A-4 shows the results of
the second-stage analysis, in which real total outlays are predicted.

! In general, the Consumer Expenditure Survey (CE) collects information on
expenditures made, but not on amounts or quantities purchased. For example, a
person may report having spent $20 for movie tickets in the past 3 months, but
data on whether that person went to the movies twice and spent $10 each time
or went 10 times to a discount movie theater are not collected.

% Note that similar comparisons can be made even when neither period of
interest is the base year for the index. For example, suppose that the analyst
wants to compare expenditures that took place before the base year with those
in the second period. Suppose also that the price index for the pre-base-year pe-
riod in question is 80.0 and the expenditures for that period are $3. To convert
these expenditures to second-period values, the analyst once again multiplies
the expenditures from the pre-base-year period by the ratio of the second-pe-
riod index to the index for the pre-base-year period (that is, [400.0/80.0] x $3 =
$15). The result shows that real expenditures in the pre-base-year period are less
than the value of expenditures reported in the second period. Therefore, the pur-
chaser must have purchased more pounds of apples in the second period than in
the pre-base-year period, even though the price of apples has increased.

* These comments pertain to the Laspeyres index, upon which the Con-
sumer Price Index (CPI) is based. (See BLS Handbook of Methods (Bureau of
Labor Statistics, June 2007), Chapter 17, “The Consumer Price Index,” es-
pecially p. 3, on the Internet at www.bls.gov/opub/hom/pdf/homch17.pdf
(visited Mar. 25, 2008).) Although other price indexes exist that attempt to
adjust for these kinds of substitutions, a complete discussion is beyond the
scope of this article.

*'The food-at-home figure is computed by comparing the value in the final
year of interest with the value in the first year of interest and computing the
percentage by which expenditures would have to increase each year to reach the
value in the final year. The formula is described subsequently in this section of
the appendix.

* For all consumer units, average annual expenditures reported in the Diary
Survey for food at home excluding food prepared by the consumer unit on
out-of-town trips increased by 1.8 percent from 1987 to 1988; at the same
time, these expenditures increased by 16.2 percent according to results from the
Interview Survey.

¢ F statistic = 0.16; p-value = 0.6977.

7'The adjusted mean for grocery store expenditures rises a modest 3.4 per-

cent during this period. The mean for expenditures at other stores rises 21.1
percent from 1987 to 1988 after adjustment, but this percent change is not out
of line with figures for other years. The largest percent change, from 1995 to
1996, is 28.0 percent.

§ Stuart Scott and Daniel J. Rope, “Distributions and Transformations for
Family Expenditures,” Proceedings of the Section on Social Statistics (Alexandria,
VA, American Statistical Association, 1993), pp. 741-46.

? George E. P. Box and David R. Cox, “An Analysis of Transformations,” Jour-
nal of the Royal Statistical Society, Series B, 1964, pp. 211-43, especially p. 214.

10 Even if A is identical to unity, it is hard to imagine why Y would be trans-
formed to Y- 1.

1 This is the same value that Paulin and Sweet found for wage and salary
income, also using the Scott and Rope technique. (See Geoffrey D. Paulin and
Elizabeth M.Sweet, “Modeling Income in the U.S. Consumer Expenditure Sur-
vey,” Journal of Official Statistics, December 1996, pp. 403-19, especially p. 410.)

12 Scott and Rope, “Distributions and Transformations.”

13 Adapted from SAS online manual, Chapter 10, “The MIANALYZE Procedure,”
p- 216, on the Internet at support.sas.com/rnd/app/papers/mianalyzev802.pdf
(visited Nov. 6, 2007); and J. L. Schafer, Analysis of Incomplete Multivariate Data
(London, Chapman & Hall, 1997), p. 196.

 For a brief description of methods used prior to 1972-73, see Geoffrey D.
Paulin and David L. Ferraro, “Imputing income in the Consumer Expenditure
Survey,” Monthly Labor Review, December 1994, pp. 23-31, especially pp. 23-24;
on the Internet at www.bls.gov/opub/mlt/1994/12/art3full.pdf.

15 Ibid.; page 31 gives an example of how nonrandom nonresponse affects
the mean for income.

16 Interestingly, in 198485, there was greater similarity in reporting: 13

percent of young singles (12 percent of men and 15 percent of women) were
missing at least one income value. Nonetheless, the p-value for the chi-square
statistic of the (unweighted) sample is 0.065, indicating that the results are sta-
tistically significant at the 10-percent level.
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17'This claim is based on the assumption that most missing income is posi-
tive; therefore, total outlays for a consumer unit with missing income will cor-
respond to a smaller income than the consumer unit actually receives. For some
sources, such as self-employment or rental income, it is possible to report a loss.
If the amount is missing, however, then the reported income associated with
total outlays will be larger than the income the consumer unit actually received.
However, losses are reported infrequently, so the assumption that missing in-
comes are positive is expected to hold in most cases.

¥ Losses can occur for self-employment and property sources of income.
However, the Box-Cox transformation does not accept losses in those cases,
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because the value for A (3/8) is an even number. The even root (for example,
the square root, or the eighth root elevated to the third power in this case) does
not exist for negative numbers. Although, for total income before taxes, losses
of components of income can be offset by other values (for instance, a $500
loss is offset by a $2,000 wage or salary), income losses even in these cases are
infrequent, will serve mainly to increase the variance of predicted income, and
may bias the parameters used to predict income. Because the purpose of the
regression is to obtain reasonable predicted values for use in the second stage,
rather than to provide precise measures of relationships between outlays and ac-
tual income, it is reasonable to use the most typical cases (that is, those without
losses) as observations for the first-stage regression.
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Business Processes and Business Functions:
a new way of looking at employment

A new BLS classification system used in conjunction with the Agencys
Mass Layoff Statistics program yields fresh information on business
processes and functions affected by mass layoff events

en employers decide to add or
eliminate jobs, they are sometimes
guided by larger choices to add or
eliminate entire classes of activity—business
functions—within the company. What may
appear to be incremental hiring may in fact
be the gradual buildup of a new business
function, such as an in-house information
technology development department. Or, in-
stead, a mass layoff may stem from a decision
to outsource a specific business function, such
as human resources management, logistics,
janitorial maintenance, or even manufactur-
ing. Deciding which business functions to
source to outside vendors and which to per-
form in-house is a critical part of corporate
strategy, as companies seek to become more
efficient and competitive or address changes
in demand for outputs or supply of inputs.
In an attempt to shed more light on how
workplaces and industries are changing, a
classification system has been developed that
describes basic business processes of the firm
and the business functions that are associated
with them. This system is now being used in
the Mass Layoff Statistics (MLS) program to
identify the functions and processes involved
in job losses from extended mass layofts. The
system, which is now providing new informa-
tion on the nature of this type of change in
establishments and industries, can be applied
equally to other measures of employment,

including the current employment structure
of a firm, organizational expansions and job
growth, and the geographic location of out-
sourced work. Called Business Processes and
Business Functions, the system is based on an
approach that is a synthesis derived from exist-
ing literature, models of firms’activities, current
research on outsourcing and offshoring;, the re-
sults of a feasibility study of business functions
conducted by the BLS MLS program, and the
ongoing collection of the relevant information
throughout the Nation by the program.

Movement of work statistics

Restructuring and outsourcing of business
functions has long been part of the U.S.
economic landscape. Companies continually
identify strategies to cut costs, become more
efficient, expand, and gain access to new
markets, among other motivations. As the
horizons for moving work have expanded,
the offshoring of jobs has become an op-
tion that is available to a growing number
of employers. Offshoring is often thought to
affect only, or at least mainly, manufacturing
jobs and production functions. In the early
2000s, however, job losses in information
technology and related areas emerged as an
important indicator of ongoing change in
industries. By 2004, stories on the offshoring
of these business functions and the resultant
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job losses in the United States had become a regular topic
of debate in the popular media.’

As greater attention was placed on a firm’s decision to out-
source activities, stories also continued about corporate reor-
ganizations and restructurings. These actions were occurring
essentially for the same reasons that firms outsource and
also involved processes and functions within the company.
Companies were consolidating activities, eliminating layers
of management, outsourcing some functions, and expanding
others internally, to become more efficient and competitive
and thereby improve the corporate bottom line.

In order to quantify the anecdotal information on
oftshoring and outsourcing, the BLS focused on the MLS
program, in which monthly and quarterly statistics are
collected on plant closings and mass layofts involving at
least 50 workers from businesses employing 50 or more.”
A set of questions on the movement of work was added to
the MLS employer interview to obtain the following data:

o Job loss associated with outsourcing. The movement of
work to a different company when that work was
formerly conducted in-house by employees paid
directly by the outsourcing company. The different
company can be located inside or outside of the
United States. The work may occur at a geographic
location difterent from that of the outsourcing com-
pany, or it may remain on-site.

® Job loss associated with offshoring. The movement of
work from within the United States to a location
outside of the Nation. Offshoring can occur either
within the same company, when it involves the move-
ment of work to a different location of that company
outside of the United States, or to a different com-

pany altogether (called offshoring/outsourcing).

Statistics on outsourcing and offshoring have been col-
lected by the MLS program since 2004. Job losses associ-
ated with the movement of work outside of the United
States and that took place for reasons other than seasonal
or vacation-related reasons averaged about 2.3 percent of
all private nonfarm separations identified by the MLS pro-
gram over the period 2004-07. Contrary to expectations,
job losses associated with the movement of work were not
concentrated in industries directly connected to computer
and electronic products or information. Also, the majority
of this layoft activity was associated with domestic reloca-
tion of work, mostly within the company.

If media reporting on offshoring correctly identified an
emerging economic phenomenon, one implication of the

52 Monthly Labor Review « December 2008

MLS statistics on offshoring job losses was that the action
involved an activity or function ot directly associated with
the industry designation of the firm. That is, information
technology jobs were being moved out of the country, but
from firms with other industry designations. An addition-
al impetus for studying business functions came from the
high level of activity in domestic relocations. The single
most reported reason for these relocations was reorgani-
zation within the company. Despite the details collected
on the layoff, the employer interview questions did not
reveal what was behind these actions and what, in fact,
was the affected part of the company.

'The traditional classification schemes for identifying in-
dustries (the North American Industrial Classification Sys-
tem, or NAICS) and for defining occupations (the Standard
Occupational Classification system) are not reflective of the
full range of activities of the firm. The industry classification
approach is based on the primary activity of the establish-
ment, as measured by the largest number of jobs performing
that activity; other important direct and support activities
that operate within the firm are not explicitly recognized.
Hence, any change in employment is associated with the
industry code determined by the main activity, even if the
change in activity has nothing to do with it. Looking at the
occupational classification reveals that the problem is that
the system defines the firm’s workers, but lacks a direct tie to
the firm’s internal organization and decisionmaking. Thus,
both industry and occupation provide a limited picture of
the dynamic nature of industrial organization and economic
change.

As it became clear that companies were using internal
organizational schemes in analyzing and implementing
employment change that could—and did—involve any
part of the corporate structure, a new classification system
reflecting these components was needed in order to better
understand the nature of changes in employment.

Describing a firm’s activities

Although Federal statistical programs have not collected
statistics on business processes or functions, such data have
been used in economic studies and, in recent years, have been
mentioned in the popular press in stories on globalization,
offshoring, and firm restructuring. Academic economists
have described a firm’s activities theoretically and used the
concept of business organization in firm and industry stud-
ies. Among such approaches is Michael Porter’s value chain,
which divides a company’s technologically and economi-
cally distinct activities that it performs to do business into
primary activities and support activities.’ Similarly, George



Yip has described the impact of global competition and
technological improvements on the organization of firm
activities and industries, and Timothy Sturgeon and Gary
Gerefh, coorganizers of the Global Value Chains Initiative,
have contributed to the discussion by identifying and dis-
tinguishing between core business processes and support
activities, using an approach based on the classification
scheme developed for the MLS program.*

Many oftshoring studies and news accounts focused
on activities such as software development and data
processing, and relocations of call centers and customer
services. One such report, prepared by Ursula Huws and
Simone Dahlmann, described the following seven func-
tions in which patterns of global outsourcing exist in the
European Union: software development; data processing;
sales; customer services; creative and content-generating
tunctions, including research, development, and design;
financial functions; and management, human resources,
and training functions.” These functions could not be
viewed solely as industries or occupations, because they
can, and do, operate within any establishment, irrespec-
tive of its industry classification, and they involve a range
of occupations. Not only were studies and news accounts
discussing offshoring in terms of business functions, but
new companies were being created to provide these out-
sourced functions to employers.

Business Processes and Business Functions

In order to provide a standard classification approach for
use in the MLS program, a set of eight business processes
was identified that defines the full range of activities a firm
engages in to conduct its business. Within these processes
are business functions that describe in greater detail the
specific activity that a firm performs in order to produce its
product, provide its service, or otherwise achieve its objec-
tive. The processes begin with the procurement of inputs
and end with those services provided after the sale of the
good or service. The eight processes are grouped into core
business processes and support business processes. Core
business processes relate most directly to the basic business
of the firm, with operations representing the key industry
activity of the company. Support business processes facili-
tate core business processes.

Core business processes.  Following are the five core busi-
ness processes characterizing any firm:

® Procurement, logistics, and distribution. Those ac-
tivities associated with obtaining and storing inputs,

and storing and transporting finished products to
customers.

® Operations. 'Those activities which transform inputs
into final outputs, either goods or services.

® Product or service development. Activities associated
with bringing a new, improved, or redesigned product
or service to market. Among these activities are re-
search, marketing analysis, design, and engineering.

o Marketing, sales, and customer accounts. Activities
aimed at informing existing or potential buyers.
These activities include promotion, advertising, tele-
marketing, selling, and retail management.

o Customer and aftersales services. Support services
provided to customers after they purchase the good
or service. Such activities include training, help-desk
services, call-center services, and customer support
for guarantees and warranties.

Support business processes. 'Three support business proc-
esses characterize a firm:

o General management and firm infrastructure. Corpo-
rate governance (legal, finance, planning, and public
and government relations), accounting, building
services, management, and administrative support.

® Human resource management. Activities associated
with recruiting, hiring, training, compensating, and
dismissing personnel.

o Technology and process development. Activities related
to maintenance, automation, design or redesign of
equipment, hardware, software, procedures, and

technical knowledge.

The classification approach used in the MLS program
differs slightly from the major models of a firm’s activi-
ties defined by Porter, on the one hand, and Sturgeon and
Gerefti, on the other. The MLS approach identifies product
or service development as a core business process, whereas
Porter includes it under support activities. Also, the MLS
scheme includes procurement as a core business function,
along with /logistics and distribution. By contrast, in Porter’s
value chain, procurement is a separate support activity. As
regards the Sturgeon-Gerefh model, customer and aftersales
service is categorized as a support activity, whereas the BLS
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scheme includes it as a core business process. Perhaps the
most significant difference in the BLS and Sturgeon-Gerefh
conceptual frameworks is the inclusion in the latter, but not
the former, of strategic management as a core business proc-
ess.® Although Sturgeon and Gerefli’s categorization is un-
doubtedly correct, its relevance to the collection of job losses
associated with mass layofts and plant closings is question-
able. Those individuals making up strategic management in
a firm would most likely 70f be unemployed and, therefore,
filing for unemployment insurance in the event of a layoff
or closing—a necessary action for identification by the MLS
program. Thus, although strategic management is a core busi-
ness process for the company, it was not identified as a core
business process in the BLS MLS approach.”

Exhibit 1 describes the full Business Processes and
Business Functions system—including strategic manage-
ment—with examples within each category. The functions
are gathered from literature and from recent experience in
collecting business functions in the MLS program and are
not meant to be definitive or all inclusive. The term “business
function”is distinct from both “industry” and “occupation”as
a descriptor of the firm. For example, the business functions
listed under the process procurement, logistics, and distribution
include such activities as buying, loading, and transporting.
'These activities are not analogous to industry designations
or occupations: within a function, there can be a number of
different occupations and a range of skill levels.

To properly classify a business function by the higher
level process, it is essential to consider the industry of the
employer. Business functions that are performed in order
to directly transform inputs into final outputs are classi-
fied under the business process operations, which, in most
cases, corresponds to the production process that is the
basis for the establishment’s NAICS classification or the
activity most directly associated with it. The specific busi-
ness function (producing goods of a certain type or providing
services of a certain type) depends on whether the establish-
ment is classified as a goods-producing or service-produc-
ing establishment in NAICS. Examples of other business
functions that are considered operations are the direct su-
pervision of the activity, fabricating, and assembling.

It is important to note that a business function which
falls into operations in one industry can be classified as a
different business process in another industry. For exam-
ple, let accounting services be the reported business func-
tion in an accounting firm. Then, in this case, the business
process for the function is gperations, because that activity
directly relates to the service provided by the company. If,
however, the function accounting services were reported by
a manufacturing company, it would not be considered gp-
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erations, but would be classified under general management
and firm infrastructure.

MLs feasibility study: business function collection

In advance of the development of the formal structure of
the Business Processes and Business Functions system,
the BLS conducted a feasibility study of business functions
through the MLS program. The program collects important
information on extended mass layoffs at large establish-
ments through an interview with the affected employers.
The interview includes 15 questions that address the nature
of the layoff. For the feasibility study, an open-ended ques-
tion about the business functions involved in the layoft or
closing was added to the employer interview. Among the
questions to be answered by this test were the following:

e Would an appropriate individual be found to re-
spond to the business function question?

e Would that person understand the question and the
concept of a business function?

e Would the responses be pertinent to business
functions?

Ten States participated in the feasibility test as part of
their regular MLS employer interview, asking the busi-
ness function question for all layoft events identified in
the State in September and October of 2006. Like regular
MLS interviews, the test interviews were conducted by
telephone and the employers were not given a copy of the
interview questions with response options. Data on busi-
ness functions involved in layofts were collected through
an open-ended question.

'The sequence of the questions used in the interview was
viewed as very important in ensuring that the discussion
of the layoft event would lead to the concept of “business
function.” That is, the layoff or closing was verified, the eco-
nomic reason for the layoff was provided, and the industry
of the establishment was verified, leading to the question
about business functions involved in the layoff. The inter-
view questions and objectives leading to the business func-
tion question are shown in exhibit 2. (The full set of ques-
tions for the employer interview is presented in exhibit 3.)

Summary of major findings. 'The 10 participating States
collected business function responses related to 154 ex-
tended mass layoft events reported for September and Oc-
tober 2006. In all, 237 business functions were reported.



m Classification of business processes with selected business functions

Core business processes

Strategic management. Those activities carried out at the highest managerial levels. Included are the formation, implementa-
tion, and evaluation of cross-functional decisions that enable the organization to achieve long-term objectives. Among such
operations are the following:

Coordinating activities Identifying new investments, acquistions, and divestments

Setting product strategy

Procurement, logistics, and distribution.  Those activities associated with obtaining and storing inputs and with storing and
transporting finished products to customers:

Buying Shipping
Distributing Receiving
Loading Transporting
Packing Warehousing

Operations.  'Those activities which transform inputs into final outputs, either goods or services. In most cases, business func-
tions categorized as operations will equate with the industry code of the establishment or the activity most directly associated
with that code. The specific function—the production of a good or the provision of a service—will relate to the specific industry.
Operations activities are as follows:

Assembling products
Producing goods
Providing services
Fabricating components

Developing business plans
Analyzing markets
Designing products or services

Offering call center services
Providing customer relations

Installing products

Support business processes

Accounting

Providing administrative support
Providing cafeteria services
Providing clerical support
Managing contracts

Providing customer service or support

General management and firm infrastructure.
tions), accounting, building services, management, and administrative support activities:

Managing production
Managing services
Conducting quality assurance or quality control

Product or service development. ~ Activities such as the following, associated with bringing a new, improved, or redesigned product
or service to market (many of these activities are research, marketing analysis, design, and engineering activities):

Developing products or services
Researching products or services

Testing

Markez‘ing, sales, and customer accounts. Activities aimed at informing existing or potential buyers (many of these activities are
promotion, advertising, telemarketing, selling, and retail management activities):

Advertising Conducting market research
Managing accounts Coordinating media relations
Billing Merchandizing

Branding or managing products Processing orders

Collecting payments Selling

Marketing Telemarketing

Customer and aftersales service. Activities, including training, help desks, call centers, and customer support for guarantees and
warranties, that provide support services to customers after purchase of the good or service:

Maintaining and repairing products
Providing technical support
Providing warranty support

Corporate governance (legal, finance, planning, and public and government rela-

Managing fraud

Providing general management
Managing government relations
Providing housekeeping services
Providing investor relations
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m Continued—Classification of business processes with selected business functions

Managing documents
Providing facility or maintenance services
Managing finances

Human resources management.

Providing employee assistance
Managing human resources
Offering labor relations services
Managing payroll and compensation

Technology and process development.
software, procedures, and technical knowledge:

Developing computer systems

Maintaining or repairing computer systems
Managing data

Processing data

Engineering

Activities associated with recruiting, hiring, training, compensating, and dismissing personnel:

Activities related to maintenance, automation, design or redesign of equipment, hardware,

Providing legal and regulatory support
Planning
Maintaining security

Hiring and firing personnel
Recruiting
Training

Providing Internet services

Designing processes

Developing and testing software

Providing software and information technology
services

'The function most reported fell under the business process
operations. This result was expected for the MLS program,
because the program focuses on relatively large layofts (50
or more workers) at relatively large firms (employing 50 or
more), and the firm has the largest number of its workers
involved in operations.

'The new question on business functions worked well.
'The States reported little difficulty in finding a knowledge-
able respondent. Relatively few respondents had difficulty
answering the question, thus supporting the assumption
that the concept of a business function had meaning and
applicability for them. Most employers provided the names
of one or more business functions in their immediate re-
sponse to the question. The study did identify areas where
clarification and guidance were needed. For example, it was
necessary to ensure that information on a// business func-
tions involved in the layoff, and not just the main function,
was collected. Also, during the test, probes were developed
for use when the employer responded with occupations in-
stead of business functions.

On the basis of the feasibility study results, the collec-
tion of data on business functions in the MLS program in
all States began with mass layoffs and closings reported
for the first quarter of 2007.

Functions and processes in the MLS program

Since the January 2007 implementation of the system,
State analysts have collected data on business functions
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involved in extended mass layoffs (those lasting more than
30 days) as part of the employer interview, and since June
2007, they have coded those functions to higher level busi-
ness processes. Analysis of the performance of the system
over the first year indicates no significant issues on the
part of either the employers interviewed or the data col-
lectors. (See table 1.)

Asking employers about business functions has not
adversely affected either the interview or the response
rate. In 2007, a total of 14,046 employers were contacted
because administrative data on unemployment insurance
claims indicated that a layoff occurred. Extended layoffs
and closings were identified for 5,364 private employers
in nonfarm industries. Employers refused to participate
in an interview in well below 5 percent of events. “Do
not know” responses to the business function question
remained low, indicating that the correct person is being
reached for the interview and that most respondents in
fact think in terms of business functions. The number of
employers that the interviewer was unable to contact was
relatively high and likely reflects total closure of the estab-
lishment by the time contact was made.

In order to preclude the analysts’ influencing results
by having them interpret the business functions cited by
employers, responses are reported as stated. This approach
results in variations in the words used to identify the busi-
ness function. (As an example, the following terms were
among those reported to describe construction activities:
construction, constructing, road construction, construc-



EZY selected Mass Layoff Statistics survey employer interview questions leading to
business functions involved in the layoff event

Wording of question

Objective of question

1. Based on our unemployment insurance claims records,
we believe that you may have had a (layoff/reduction
in staff) during (month). Is that true?

[] Yes

[ ] Valid No (Probe: Do you know why these
unemployment claims were filed
against your company? Enter
explanation. End interview.)

[ ] Don’t know  (Ask for another contact)

[ ] Refusal

To determine whether a layoff occurred at the establishment
or worksite. (An example of a “valid no” is the filing of 50 or
more initial claims throughout the State, but not all of them
at the same worksite.)

2. a. When did that layoff begin?
b. When did you stop laying off workers?

For data-editing purposes, to obtain the dates that the em-
ployer started and stopped laying off workers in this event.

3. Were workers laid off for more than 30 days?
L] Yes

[ ] No

To establish whether the layoff meets the criterion of per-
manency—that is, an extended event. If so, then the analyst
proceeds to ask further questions. If not, the interview ends.

4. About how many workers were laid off for more than
30 days? (Probe: If there is a big gap between the
number of initial claims and the number of separations)

Number:

[] Don’t Know/INA!

To ascertain the number of workers affected (that is, sepa-
rated). If the number is less than 50, then the event is out of
the scope of the survey.

5. 'What was the primary reason for the job cutbacks?
[] Don’t Know/INA!

Primary:

Secondary:

To obtain the primary economic reason(s) for the layoff and,
if possible, any secondary reason(s).

6. What kind of business is conducted at the worksite
that experienced the layoffs? (Probe: What product
do you manufacture or what service do you provide
at that location?)

Industry:

[] Don’t Know/INA!

To verify the NAICS code of the worksite.

7. Regarding the workers who were laid off, what was
their main role or function within the company? For
example, were they in manufacturing, sales,
personnel, computer support, or something else?
(Probe: In addition to [function mentioned],
were any of the employees affected by the layoff
involved in other activities of the firm, such as clerical
support, warehousing, or sales?)

Main:
Other:

To ascertain the business functions involved in the layoff,
including the main function.

1 INA = “iIs not available.”
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m Employer Interview script

Employer Name:

UI Account No.:

Address:

Layoft Event ID#:

Layoff Quarter:

Trigger Week:

Contact Name/Phone Number:

O.M.B. No. 1220-0090
Approval Expires
Jan 31, 2009

Cover these points in your introduction:

* Introduce yourself, and the office you are calling from.
* Explain why you are calling.

* Summarize key points of confidentiality pledge. If asked, give 1220-0141 as the OMB clearance number.
* Explain that this data collection is voluntary, and it will only take a few minutes

1.

Question about the layoff

Based on our unemployment insurance claims records,
we believe that you may have had a (layoff/reduction
in staff) during (month). Is that true?

(] Yes

[] Valid No — (Probe: Do you know why these
unemployment claims were filed
against your company? Enter
explanation. End interview.)

[ ] Don't know — (Ask for another contact)

[] Refusal

a. When did that layoff begin?
b. When did you stop laying off workers?

Were workers laid off for more than 30 days?
Yes

[] No

About how many workers were laid off for more than
30 days? (Probe: If there is a big gap between the

number of initial claims and the number of separations)
Number:

[] Don’t Know/INA!

What was the primary reason for the job cutbacks?
[] Don’t Know/INA!

Primary:

Secondary:

6.

What kind of business is conducted at the worksite
that experienced the layoffs? (Probe: What product
do you manufacture or what service do you provide
at that location?)

Industry:
[] Don’t Know/INA!

Regarding the workers who were laid off, what was
their main role or function within the company? For
example, were they in manufacturing, sales,
personnel, computer support, or something else?
(Probe: In addition to [function mentioned],

were any of the employees affected by the layoff
involved in other activities of the firm, such as clerical
support, warehousing, or sales?)

Main:
Other:

In which county is the worksite located?

County:

[] Layoffs occurred at more than one worksite and
county

Just prior to the layoff, what was the total number of
employees at this worksite, counting both hourly and
salaried workers (an estimate is okay)?

Number:
Don’t Know/INA!

See footnote at end of exhibit.
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m Continued—Employer Interview script

10. During the cutbacks/layoff, has your worksite
remained completely open, partially open, or has it
shut down completely?

Open, no change in operating status

Open, divisions stopped or shifts cut

Partial closure of single-unit establishment

Closed, entire worksite(s)

Closed, entire establishment

Long-term work completed offsite

Don’t know/INA

O

I

11. Will there be a recall of workers, and, if so, what
percent will return to work?

|:| YCS, enter percent:
(] 100%
(] 50-99%
[] Upto50%
[] Don'’t know

L No — Skip to Question 13
Don’t know (ask for another contact) — 13

(and check box)

12. What is the anticipated return date for those who
were separated?

Date: — (and enter range)

[] Less than 90 days
[ ]90-180 days

(] 181-270 days
[]271-364 days
(1365 or more days
[] Don't know/ INA!

Questions about Movement of Work
Do not ask Questions 13-14, if:

* Reason for layoff was seasonal or vacation

¢ Layoff was temporary (30 days or less)
13.

P

Did this layoff include moving work from
this worksite to a different geographic
location within your company?

Yes — Ask 13b

No — Goto 14a

Don’t know — Go to 14a

Is the other location inside or outside the U.S.?

Don’t know/INA!
Inside U. S.— In what State(s)?

L=

O

Outside U.S. — In which country(ies)?

c. Ofthe total number of workers laid off, how
many were laid off because your company
moved work to this new location? (an
estimate is okay)

Don’t know/INA!
Number inside U.S.
Enter State(s) & No:
Number outside U.S.
Enter Country(ies) & No:

14. a. Did this layoff include moving work that
was conducted in-house by your employees
to a different company, through
contractual arrangement?

] Yes — Ask 14b

] No — Goto 15

H

b.

Don’t know — Go to 15

Is that company located inside or outside of the
U.S.?

Don’t know/INA!

Inside U.S. — In what State(s)?

Outside U.S. — In which country(ies)?

c. Ofthe total number of workers laid off, how
many were laid off because your company moved
work to a different company? (an estimate

is okay)
Don’t know/INA!

Number inside U.S.
Enter State(s) & No:
Number outside U.S.
Enter Country(ies) & No:

15. Thank you very much. Let me be sure I have all of
your information correct just in case I need to get
back to you at a later date. Can you tell me your
name, job title, and phone number?

Name:
Job Title:

Direct telephone number:

See footnote at end of exhibit.
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m Continued—Employer Interview script

Summary Information
Layoff Status (check one)
[] Temporary: Layoff less than 31 days

[| Permanent/Extended: Layoff included at least 50
separations and lasted more than 30 days

[] Closure: One or more worksites closed or entire
establishment closed

L] No Layoff Employer indicates that there was no layoff
or that separations were either voluntary (e.g., quits,
retirements, transfers to other locations in company)
or involuntary (e.g., firings due to employee
misconduct, failure to perform duties).

Additional Contact Persons

Name:

Job Title:

Direct telephone number:

Name:
Job Title:

Direct telephone number:

Name:
Job Title:

Direct telephone number:

Employer Contact Status (check one)

[] Contact completed
[] Contact incomplete
[ ] Refused to provide any information

Comments:

1 INA = “is not available.”

tion activity, construction activities.) In the first quarter,
487 terms were used to report 1,862 business functions.
Twenty-eight of those terms were used 10 or more times,
accounting for 1,113 business functions, 60 percent of the
total reported. (See table 2.)

Guidance was provided to analysts in an attempt to
standardize terms for a number of functions and eliminate
overly detailed functions. For the second through fourth
quarters, about three-quarters of the business functions
reported were associated with terms used 10 or more
times.

The standardization effort focused on business func-
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tions that frequently appear in a firm, such as admin-
istrative support, clerical support, construction activities,
general management, food services, and lodging services.
Exhibit 4 lists some standardized nomenclature for re-
ported business functions. In some instances, the func-
tions reported (for example, dishwashers and electricians)
were overly detailed, approximating occupations. In in-
dustries such as construction, the activities reported were
closely aligned to the industry. In providing guidance to
the analysts conducting the employer interview, an at-
tempt was made to standardize the level of detail and the
reported activity where appropriate.



IELI Al Total mass layoff events, selected measures, 2007, by quarter

Second quarter Third quarter Fourth quarter

Action First quarter
Total potential mass layoff events...........ceeeinnneces 3,139
Total private nonfarm extended layoff events.. 1,110
Events with business function responses...........co... 977
Does not know 9
Refused (entire event) 49
Unable to contact 75

3,289 3,025 4,593
1,421 1,019 1,814
1,297 884 1,587
6 15 51

49 43 54
69 77 122

Exhibit 5 displays the business functions reported in
extended layoff events for the third and fourth quarters
of 2007 (as reported in early 2008), loosely grouped by
business process and without regard to the industry of
the establishment experiencing the layoff. As an exam-
ple, functions that involve the provision of services are
grouped together. From the business process perspective,
and as previously described, it is important to recognize
that any one of the listed business functions can repre-
sent either gperations of the establishment (if the function
directly represents the industry code) or a non-ogperations
process. For example, the 30 business functions reported
in the third quarter as accounting services may represent
operations from accounting firms or general management
and firm infrastructure if the accounting functions were as-
sociated with firms from other industries.

Fifty-five business functions are identified in the exhibit,
based on functions specifically cited by employers and those
which could easily be associated with the stated function.
Out of 1,666 functions reported in the third quarter, 1,528
were grouped into these standard functions. For the 2,325
business functions reported in the fourth quarter, 2,075
were so categorized. Taking into account those instances
in which the employer did not know the aftected function,
analysts were able to assign more than 90 percent of the re-
ported functions to these standard functions each quarter.

About 25 percent of the 1,666 functions reported in
the third quarter were associated with the production
of goods and with construction activities. The provision
of services accounted for nearly the same proportion of
tunctions. Of interest during this quarter were reports of
tunctions likely associated with the housing and mortgage
downturn—that is, those involving real estate, lending (in-
cluding morz‘gage), financial, and banking services. Also in
this quarter were layoffs associated with educational serv-
ices, as schools closed for the summer. Functions consid-
ered under the procurement, logistics, and distribution proc-
ess accounted for about 12 percent of reported activity,
with some of those grouped as transporting also reflecting
school closings. In the fourth quarter, 28 percent of the

2,325 functions that were reported involved extended lay-
offs associated with construction functions, reflecting the
seasonal slowdown in that activity. Landscaping services
functions also were related to the time of year.

Identifying the business process

Business process identification involves categorizing the
specific business function into one of the eight processes
previously described and used in the MLS program. The first
step is determining whether the business function is part
of operations for the establishment. This key categorization
hinges on the relationship of the function to the industry of
the establishment. As previously described, in most cases,
when a business function is identified as part of gperations,
it is because it corresponds to the production process that
is the basis for the establishment’s NAICS classification or
to the activity most directly associated with that classifica-
tion. The specific business function depends on whether the
establishment is classified as a goods-producing or service-
producing establishment in NAICS. (Other business func-
tions, such as the direct management of the specific services
or production, also are classified under operations.)

A business function that is classified under operations for
one establishment can be correctly classified as a different
business process for another establishment, depending on
the industry of the establishment. The business function
warehousing provides an example: if the job loss associated
with this business function occurred in an establishment
identified as a warehouse, then the process involved would
tall under gperations, however, if the function was reported
by a manufacturing establishment, then the process in-
volved was procurement, logistics, and distribution.

It is important to recognize that the MLS-identified es-
tablishment and its industry designation are from QCEW
data used to administer the unemployment insurance pro-
gram in a particular State. Industry classification is based
on the majority (or plurality) of the work the firm reports
that it performs in that State. In the case of firms with
multiple establishments in the State, all locations will
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IE1 Al Business function terms and responses, 2007

Unique business function terms

Business function terms with
10 or more responses

Quarter
Number Total bu.siness Number Total bu.siness
functions functions

First 487 1,862 28 1,113
Second 302 2,350 33 1,815
Third 218 1,666 30 1,307
Fourth 288 2,445 35 1,977
Note:  Table excludes responses of “don’t know” and “is not available” to the business function question.

reflect the activity of the majority of employment in the
State.

If the establishment identified by the MLS program
as having a layoff event is part of a larger corporate en-
tity located outside of the State and with an industry
designation different from that of the establishment,
then the business processes determined from the busi-
ness functions that take place at the worksite will not
relate to that larger corporate entity. An example is re-
tail outlets of a manufacturing company. If the State has
only the retail stores, and not the parent manufacturing
firm, then layofts at those stores involving the business
function se//ing would be identified as operations, because
the industry is retail sales. However, relating the business
function to the industry of the larger corporate entity
located in another State would place the function under
the business process marketing, sales, and customer ac-
counts.’Thus, the MLS program may categorize an inflated
number of business functions as operations, because the
industry identification of the establishment may reflect
neither the firm’s position in the corporate structure nor
corporate actions.

2007 analysis of MLS business processes

In 2007, the MLS program reported on 5,364 extended
mass layoff events involving the separation of 966,526
workers.® During this period, the collection of data on
business functions involved in layoffs was implemented,
as was the coding of these functions to higher level busi-
ness processes. As previously noted, the early collection
was important not only for providing the initial, nation-
wide data on this activity, but also for identifying areas
in which guidance was needed and automation would
improve both collection and analysis. The discussion that
tollows focuses primarily on business processes because of
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refinements that were made to business functions in the
early stages of data collection in 2007.

In 2007, employers reported a total of 8,323 business
functions involved in 5,364 layoft events. When multiple
business functions were cited in responses, the employer
was asked to identify the main business function, on the ba-
sis of the largest number of jobs lost. The business functions
were assigned to 6,679 business processes. (See table 3.) A
single business process can reflect multiple business func-
tions involved in a layoft. Over the year, 67 percent of mass
layoft events involved only one process, but that proportion
may reflect collection issues that arose in the first quarter
and may change as interviewers become more familiar with
the concepts and situations that apply. Almost 21 percent
of events involved between 2 and 5 business processes. On
average, the typical layoff involved 1.4 business processes.

Core business processes dominated in the reporting
of layoft activity. Operations accounted for the majority
of processes involved in layofts: sixty-seven percent of all
processes reported, and 94 percent of the main process
reported, reflected one or more business functions catego-
rized as gperations. 'This is not an unusual finding for a
program that looks at relatively large layoff events. Also,
significant shares of mass layofts are due to seasonal rea-
sons and contract completions, activities typically associ-
ated with business functions that would be categorized as
operations for the aftected firms.

In layoffs involving more than one business process,
there was a greater likelihood that some business func-
tions other than gperations that were involved in the layoft
would be categorized as support processes rather than core
processes. Excluding the main business process associated
with the layoff, over the year, 58 percent of business proc-
esses other than the main one of the layoft were support
processes, with 41 percent involved with general manage-
ment and firm infrastructure and 10 percent with Auman



m Examples of standardized business functions for similar activities and levels of detail

Construction services Food services
Bricklaying Banquet and catering services
Carpentry Bussing tables
Concrete pouring/ finishing Cashier services
Demolition Dining room service
Ditch digging Dishwashing
Electrical Hosting
Flagging Restaurant operations
General labor Room service
Ironwork Wiaiting tables/serving
Painting
Pipefitting Clerical support
Plumbing Answering phones
Road construction Clerical services
Roofing Filing
Welding Front-office clerical

Scheduling
Typing

Lodging services
Bellman services
Concierge
Front desk, check in/out
Guest services

Entertainment services
Christmas events staff
Gambling services
Guides
Music production
Sports production

Facility maintenance services
Building maintenance
Facility services
Groundskeeping

Janitorial services

resource management. Core processes other than operations
also played significant roles as secondary processes in lay-
offs. Nineteen percent of secondary business processes
were identified as procurement, logistics, and distribution,
tollowed by customer and aftersales service (9 percent) and
marketing, sales, and account management 9 percent).

Open and closed status. During the January-December
period, nearly 72 percent of the 4,745 layoft events re-
ported no change in the worksite status, while 5 percent of
the events involved full closure of the employer (without
regard to recall expectations). Partial closures (for example,
closures of worksites, divisions, or shifts) accounted for 22
percent of the events.

When the worksite status was not affected by the lay-
off, the distribution of main business processes involved
was virtually identical to the total layoff distribution, with
operations dominating. When worksites closed, the repre-
sentation of support processes and of core processes other
than operations rose significantly.

Industry distribution of extended layoffs. During 2007,
manufacturing industries accounted for 25 percent of
private nonfarm layoff events and separations. The larg-
est concentrations were in transportation equipment and
food manufacturing, followed by computer and electrical
products. As regards nonmanufacturing sectors, 25 per-
cent of all events were from construction, involving 16
percent of all separations over the period. Other signifi-

cant contributors to layoft activity included the retail trade
and transportation and warehousing.

Among manufacturing industries, operations was re-
ported to be the main business process for 95 percent
of layoft events, about the same percentage as in all in-
dustries. However, these industries had a greater-than-
average representation of secondary processes involved
in the layoff. They also reported higher proportions of
processes identified as procurement, logistics, and distribu-
tion and product development, as well as human resource
management and technology and process development, than
the proportion for all reported layoft events. (See tables
4and5.)

Both wholesale and retail trade reported lower pro-
portions of events with operations as the main business
process, but higher proportions with marketing, sales, and
account management. The wholesale and retail sectors also
reported high representations of secondary business proc-
esses, especially in procurement, logistics, and distribution
and in marketing, sales, and account management.

As with most events, layoffs in the transportation and
warehousing sector involved operations as the main busi-
ness process. This sector had relatively higher representa-
tions of secondary support processes involved with gen-
eral management and firm infrastructure and with human
resource management.

In finance and insurance, the proportion of events in
which operations was identified as the main business proc-

ess was only slightly below that of all layoffs. With regard
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m Number of business functions reported in extended mass layoffs, third and fourth quarters, 2007

Business function Quarter Business function Quarter
Third Fourth’ Third Fourth'’
Total ceeeeeeeeeeeeeeienns 1,666 2,325
Construction activities .........c....... 175 660 Buying ..c..ccceveevieciineineireceeeenn 7 5
Producing goods.......cccceeeuiinncacne 244 332 Distributing.......cccceeiveivccrenencne. 11 26
Loading.....cccocciiiinciniiiiiiinne 12 7
Accounting SErvices......cceeweeneees. 30 24 Logistics «.c.cvevveruemeeiirerieicrcceeeenene 2 5
Banking services........cccccevueueuenene. 6 1 Packing....c.cccovveeeinnniccccien 9 12
Cafeteria services........coeceucueennnns 4 2 Receiving ......coceueueieinnccccinnnnn. 2 6
Conference services ...........cceeueuene 12 14 SRhIPPING ..evveeireiieeieeeeeerecnes 28 20
Contracted SErvices .......coveeveeeueenne 11 13 Transporting........ceeeceerevevrevecnenenens 84 67
Educational services..........coeuu.... 41 9 Warehousing.........cccocovviiinircncncncns 44 49
Engineering services .........c.ccocucu. 20 18
Entertainment services................. 22 30 Administrative SUppOrt.......cccccceene. 61 65
Facility maintenance services ....... 22 25 Business management...................... 10 6
Financial services .......cccoeeevnneucne 17 18 Clerical support.......ccceeueueieiennnee. 80 66
Food services .......coeuvecuvecniecnnennenn. 41 46 Management ..........ccceoeeeveeinecnnnenns 86 84
Health care services.......ccoeuennee. 11 6 Planning .......cccooveoniiniiiiininn 3 0
Housekeeping services ................. 6 15
Landscaping services.........c.ccce.... 0 48 Human resources........coceceeeennnnee 55 36
Lending services ......c.cocececueenncns 25 10 Payroll/compensation ............cc........ 4 7
Lodging services ......ccoceeevueenneucne 5 19
Maintenance/repair services......... 41 43 Account management.........cccoeeen. 8 11
Providing services.........ccccoceeeueucne 8 13 Call center....cueeeeeceeeceeeceeeieeeeennen, 3 7
Real estate services......cocvevuvennnnns 58 29 CUStOMET SETVICE wvovvivrenrereerreveneans 43 39
Social Services.......coeuereueenurenunen. 14 0 Installing.......cccoeovieicinnnncccens 11 6
Software and IT services............... 18 18 Marketing.......cccooveueueininneccinnnns 16 19
Merchandising........cococeeeveeevuecennenns 0 3
Assembly....coveieiiininiecienne, 8 8 Processing orders.........ccccoeueeennnene 3 10
Fabricating .......ccccoocoviiiniiinccs 2 5 Selling...c.coveveinciiiiiiieiiccicces 61 79
Quality control/assurance............. 12 8 Telemarketing........cccoeeeeeverveucceennnns 1 5
First-line supervision ................... 20 1
Development/design of Business process responses 20 16
products/Services ........oeveveuenee. 6 5 No response 23 246
Research products/services........... 5 3 Unassigned functions 95 210
Testing ...ceceeeevevererereieeerrerreeenee 0 2
! Data are based on information received through March 2008.

to secondary processes involved in the layoff, of all industry
groups, the finance and insurance sector had higher-than-
average reporting of marketing, sales, and account manage-
ment (along with wholesale trade and arts, entertainment,
and recreation) and customer and aftersales service.

Economic reasons for layoff: Among the seven categories
of economic reasons for a layoff, seasonal reasons account-
ed for 35 percent of the 5,364 layoft events and 364,225
separations over 2007. Business demand reasons followed,
with 35 percent of events and 248,055 aftected workers.
Job losses associated with financial issues (bankruptcy, cost
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control or cost cutting, or financial difficulty) accounted
for nearly 9 percent of events and 102,362 separations.
Organizational changes (business ownership change and
reorganization or restructuring) were cited in more than 7
percent of events, involving 124,175 workers. Reorganiza-
tion or restructuring accounted for the majority of these
events, but business ownership change involved the ma-
jority of the separations.

Although the average layoff event involved 1.4 busi-
ness processes, layoffs associated with organizational
changes and financial reasons reported 2 or more pro-
cesses involved. Layofts due to these reasons were more



IELICEM Total, main, and secondary business processes involved in extended mass layoffs, 2007
Business processes in Mass Layoff Statistics .
layoff events Total Main Secondary

Total business processes identified.......rsereerrnnns 6,679 4,745 1,934
Core processes 5,437 4,619 818
Procurement, logistics, and distribution ............cceeneccennees 442 67 375
Operations 4,487 4,442 45
Product development 61 17 44
Marketing, sales, and account management..........oeeeneeeees 230 59 171
Customer and aftersales service 217 34 183
Support processes 1,242 126 1,116
General management and firm infrastructure 886 90 796
Human resources management 229 26 203
Technology and process development 127 10 117

likely to report secondary support processes affected.
In fact, other than the small number of events associ-
ated with disaster and safety, the highest proportions of
human resource management as secondary support proc-
esses were associated with organizational changes and
financial reasons. Business ownership changes were
less likely to involve operations as the